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Preface

This work collects several papers the author Julian Scheuer (J.S.) has written, partially
together with other authors, during the last several years. The purpose is the habilitation
of J.S. at the university of Freiburg, Germany. All of the attached papers, cf. the appendix,
cover various aspects of the theory of inverse curvature flows, which is the main subject J.S.
has been working on since he started his Ph.D. thesis. This habilitation thesis is structured
as follows.

Chapter 1 provides an overview over the general framework, in which most parts of the
attached papers are placed, together with a brief introduction to the broad field of extrinsic
curvature flows, as developed during the past 30 to 40 years.

Chapter 2 provides the particular summaries of the presented papers, where we state
the main results and highlight the most important techniques which are used. We will also
explain how these results fit into the current state of research in their respective subjects.
Further information and a broader bibliography on the specific papers can then be found in
the appendix itself. According to the habilitation regulations of the university of Freiburg
these summaries also contain a detailed description of which author contributed what in case
of multiple author papers.

There are two kinds of papers attached to this thesis. Those in Appendices A4 and A5
are newly written works from 2017, which are all submitted for publication in mathematical
journals and also appeared on the preprint server arXiv.org. The other appendices consist
of three published and two accepted papers. In order to respect copyright regulations, the
attached versions are the refereed post-print versions and not the publisher’s versions.

Please note that the notation used in the different attached papers may vary, i.e. the
same geometric objects may be denoted differently. The reason for this inconvenience is that
we eliminated inconsistencies over the years and tried to improve notation. Furthermore,
in multiple author papers it is necessary to compromise on a style and hence differences to
earlier works occur. Hence the reader is advised to quickly skim the notation and convention
sections in each paper.
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Chapter 1

INTRODUCTION

This brief introduction is supposed to put the papers presented in this thesis under a general
framework, to familiarise the reader with the objects under consideration and to motivate by
some examples, why curvature flows are useful and worth to be studied. More detailed intro-
ductory comments concerning the specific attached papers will be found in the summaries
in Chapter 2 and in the corresponding papers in the appendix.

This thesis deals with the deformation of hypersurfaces within an ambient manifold N
in direction of a unit normal vector field. The speed of the deformation is determined by
several quantities, which are induced by the immersion of the hypersurface. We only consider
laws of deformation which can be interpreted as a system of parabolic partial differential
equations. For some particular flow speeds, the choices of which are motivated by specific
applications to geometric problems, we address the questions of smooth long-time existence,
asymptotic behaviour and convergence. We give several applications to geometric questions
on hypersurfaces. The precise setting, which subsumes all of the equations dealt with in this
thesis, is the following.

Let M be a smooth, connected and orientable manifold of dimension n ≥ 1, possibly with
boundary, and let (N, ḡ) be a Riemannian manifold of dimension n + 1. We consider flows
of hypersurfaces driven by extrinsic geometric quantities. This means that we are given a
time-dependent family of smooth immersions

x : [0, T )×M → N

satisfying the equation
ẋ = −F(x, ν,W)ν

x(0, ·) = x0,
(1.1)

where ẋ denotes the partial derivative of x with respect to t, F is strictly monotone with
respect to the Weingarten curvatureW and ν is a differentiable normal vector field.1 In this

1To make equation (1.1) parabolic, ν has to be the same normal as given in the Gaussian formula

∇̄XY = x∗(∇XY )− σh(X,Y )ν,

where h is the second fundamental form of the embedding x.
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CHAPTER 1. INTRODUCTION

general setting, the speed F also depends explicitly on the point x ∈ N and the variable ν
ranges within the unit sphere bundle over the respective immersed hypersurface. The initial
embedding x0 is supposed to be F-admissable, i.e. the domain of F must contain all the
values of (x, ν,W) along the hypersurface x0(M). In case that the flow hypersurfaces have
a boundary, a further condition shall be placed on it, such as a Dirichlet or Neumann-type
condition.

The most famous example of the flow (1.1) is the mean curvature flow with

F = H = tr(W).

The one-dimensional case of the mean curvature flow is also called curve shortening flow. The
investigation of these flows for N = Rn+1 originated in the papers of Brakke [9], Huisken
[60], Gage [34], Gage/Hamilton [36] and Grayson [52] and they have received enormous
attention from then on. The optimal prototype kind of result is, roughly speaking, that the
flow contracts an initially embedded, general hypersurface to a point and after a blow up to
unit volume the rescaled hypersurfaces converge to a round sphere. For the mean curvature
flow with n ≥ 2 this result holds true in case that the embedded hypersurface is convex, [60],
and in case n = 1 the embeddedness is sufficient, [52]. After these seminal works, numerous
similar results were achieved for other functions F = F(W) of the Weingarten curvature
satisfying some (more or less expected) assumptions. Among the major pioneers in this
area are, besides the ones already mentioned, Ben Andrews, Bennett Chow, Claus Gerhardt,
Richard Hamilton, Kaising Tso and John Urbas, e.g. [3, 4, 18, 19, 40, 57, 58, 102, 103, 104].
It is way beyond the scope of this thesis to make an attempt to give a complete overview
over the literature, so let us start to focus on the particular flows which are relevant here.

The papers presented in this thesis all deal with curvature flows of inverse type, namely
positive curvature will tend to drive the hypersurface outward. The prototype is the so-called
inverse mean curvature flow (IMCF), with

F = − 1

H
.

Among other negative speeds, this flow was studied in [40, 103, 104] for initial embeddings
of starshaped and mean-convex (H > 0) hypersurfaces in Rn+1. The result in these papers
is that the flow exists for all times and after blow-down to unit volume converges to a
round sphere. Similarly to the contracting flows, also for expanding flows there appeared
many variants and generalisations after these seminal papers, namely generalisations to other
ambient spaces and other speed functions F . For a quite extensive (but far from complete)
list of references we refer to the introduction and bibliography of Appendix A4. Also inverse
curvature flows with boundary conditions have been considered, especially in recent years,
cf. [82] and [72, 73]2. The latter two works are the content of Appendices A6 and A7.

The IMCF has proven to be highly powerful in the deduction of geometric inequalities
of hypersurfaces. For instance, the monotonicity of the Hawking mass

mH(Mt) =
|Mt|

1
2

(16π)
3
2

(
16π −

ˆ

Mt

H2

)

for connected flowing hypersurfaces Mt = x(t,M) in an ambient 3-manifold of non-negative
scalar curvature under a smooth IMCF was already observed by Geroch [48] and proposed
as a tool to prove the positive mass theorem. However, if the initial hypersurface is not

2A red bibliography link indicates J.S. to be author or coauthor.

2



CHAPTER 1. INTRODUCTION

starshaped, the IMCF will in general produce finite time singularities. It was the great
achievement of Huisken and Ilmanen [63] to define a new notion of solution to IMCF using
a variational principle for the corresponding level-set flow. This so-called weak inverse mean
curvature flow jumps over the singularities, while the monotonicity of the Hawking mass is
preserved. In consequence they could prove the Riemannian Penrose inequality in asymptot-
ically flat 3-manifolds of non-negative scalar curvature, implying the positive mass theorem,
which however was first proved by Schoen and Yau [98] by other methods.

Also more general inverse curvature flows of the form

ẋ =
1

F
ν

have been useful in the deduction of geometric inequalities. For instance, Guan and Li [53]
used them with

F = n
Hk

Hk−1
,

where Hk is the k-th normalised elementary symmetric polynomial, to generalise the Alexan-
drov-Fenchel quermassintegral inequalities, classically known for convex hypersurfaces, to
starshaped and F -admissable (k-convex) hypersurfaces of Rn+1. They read

1

|Sn|

ˆ

M

Hk+1 ≥
(

1

|Sn|

ˆ

M

Hk

)n−k−1
n−k

(1.2)

with equality precisely at spheres. Similar inequalities for hypersurfaces of the hyperbolic
space and the sphere were proven using inverse curvature flows in [27, 37, 107, 110] and [50,
110], [81] respectively. In more general spaces such applications were given in [13, 39, 108].

Until now we have only described flows which depend solely on the Weingarten operator
W. However, one can also incorporate dependencies on the normal and on the position vector
to solve geometric problems using a flow. For example consider the following Minkowski
problem. Given a function f = f(x, ν) defined in the ambient space and the unit sphere
bundle of N , and a curvature function F = F (W), one can search for an embedding

x : Mn → Nn+1,

such that the F -curvature of that hypersurface x(M) equals f ,

F|x(M) = f.

Under the assumption of barriers and further suitable assumptions on the data of the prob-
lem, one can show that the flow (1.1) with the speed

F = F − f

converges to a solution. Such problems were for example treated in [41, 42, 44]. Other
applications of flows with dependencies on x and ν can be found for example in [14], [65, 66,
112]. There are many other useful flows with such general dependencies. Instead of going
into more detail in this introduction, we especially refer to Section 2.3 for more background.
The paper in Appendix A5 proves a convergence result for a flow of this kind, together with
an application to a geometric inequality.

These examples should provide some motivation to analyse inverse curvature flows and
search for applications of them. A detailed description of the theorems proven in this thesis
will appear in the following summaries in Chapter 2.
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Chapter 2

SUMMARIES

2.1 Appendix A1

The Appendix A1 “Isotropic functions revisited” reviews and extends the most relevant
properties of the curvature functions F used in (1.1), with particular emphasis on the de-
pendence of the curvature variable W. As we have already seen in the introduction, one
may think of this function as a function of the principal curvatures, such as for the mean
curvature,

F = H =

n∑

i=1

κi,

or simply as the trace of the Weingarten operator,

H = tr(W).

It is then natural to ask if, given any function f : Rn → R of the principal curvatures

f = f(κ1, . . . , κn)

and a real n-dimensional vector space V , do we obtain a function F defined on a suitable
subset of the linear transformations L(V ) of V , such that

F (A) = f(EV(A)),

where EV(A) is the n-tuple of eigenvalues of A. Of course, to make this well-defined we have
to impose symmetry on f , since there is no preferred ordering of EV(A). Furthermore, we
have to assume that A ranges in the space of self-adjoint endomorphisms with respect to a
scalar product g, in order to achieve that A is diagonalisable with EV(A) ∈ Rn. Hence for
different g we actually get different F , which we temporarily denote by

Fg : Σg(V )→ R
A 7→ f(EV(A)),

5



CHAPTER 2. SUMMARIES

where Σg(V ) ⊂ L(V ) denotes the subspace of g-selfadjoint operators. Since the value
f(EV(A)) is invariant under a general linear isometry, a natural associated operator F must
satisfy

Fg(A) = Fg̃(TAT
−1) (2.1)

for all orthogonal linear transformations T : (V, g)→ (Ṽ , g̃) between arbitrary inner product
spaces. We require such a natural function F , since in the applications to curvature flows
the argument W (the Weingarten operator) formally ranges in varying vector spaces and is
self-adjoint with respect to varying inner products (namely the induced metrics). However,
using the condition (2.1) we see that F is already determined by its values on the space of
symmetric, real n×n matrices. From this point of view, the story could be considered to be
over, since one could always use an orthonormal basis to reduce the action of F on a arbitrary
linear transformation to its action on a symmetric matrix. However, in the application to
curvature flows, this would mean that we always have to pick a local orthonormal moving
frame (ei), in order to make sense of an expression like

d

dt |t=0
F (W(t)) = lim

t→0

F (W(t))− F (W(0))

t
= dF (W)Ẇ, (2.2)

when dealing with a time dependent argument W(t). Note that due to the naturality of F
the two middle expressions make perfect sense, although W(t) lies in varying inner product
spaces (V (t), g(t)). But the expression on the right hand side only makes sense, if the chain
rule is applicable, and therefore we need a uniform domain of definition for F . After pulling
back to the symmetric matrices, such a uniform domain of definition is available, but this
requires the choice of a local moving orthonormal frame. However, it is often most convenient
to work in a simple coordinate frame given by the embedding, and then using the expression
on the right hand side is troublesome.

The article in Appendix A1 provides a new approach, how to obtain an associated oper-
ator F defined, for each vector space V , on the whole space of linear transformations L(V ),
which for each inner product g on V coincides with the function Fg on Σg(V ). For a family
of immersions

x : (0, T )×M → N

this will imply, that we can view F to be defined on the endomorphism bundle T 1,1(M)
of the manifold M , with the additional property that in any local trivialisation of T 1,1(M)
with coordinates (xk, hij) there holds

∂F

∂xk
= 0.

In this sense, F is only defined on the Weingarten operator F = F (hij) and we denote

F ij =
∂F

∂hji
.

In the following theorem the set DΓ(V ) denotes those real diagonalisable endomorphisms of
V with eigenvalues in a symmetric set Γ ⊂ Rn. The main results of Appendix A1 can be
summarised as follows.

2.1.1 Theorem. Let V be an n-dimensional real vector space. Let Γ ⊂ Rn be open,
invariant under the permutation group and f ∈ C∞(Γ) be symmetric. Then there exists an
open set Ω ⊂ L(V ) and a smooth function F ∈ C∞(Ω), such that

F|DΓ(V ) = f ◦ EV|DΓ(V ). (2.3)

6



CHAPTER 2. SUMMARIES

Note that there is no claim of uniqueness, but there is a canonical choice for F , which
also provides a simple proof of Theorem 2.1.1. Namely, given a symmetric f ∈ C∞(Γ) a
classical result due to Glaeser [51] says that f is a function of the elementary symmetric
polynomials sk,

f = ρ(s1, . . . , sn), (2.4)

where ρ is smooth. Since the sk satisfy Theorem 2.1.1 with associated operator function

Sk(A) =
1

k!

dk

dtk
det(id +tA)|t=0,

the natural candidate for F is

F = ρ(S1, . . . , Sn) (2.5)

and this F certainly satisfies (2.3). The major contribution of Appendix A1 is to deduce
relations of the derivatives of f and F in any direction and not only in self-adjoint directions,
as it was done in previous works on this topic, e.g. [6, 43]; We obtain:

2.1.2 Theorem. Let f and F be as in (2.4) and (2.5) and let A ∈ DΓ(V ).

(i) The derivative of F at A satisfies

dF (A)B = tr(F ′(A) ◦B) ∀B ∈ L(V ),

where F ′(A) ∈ L(V ) is a suitable linear map. The maps A and F ′(A) are simultaneously
diagonalisable and, for a basis (ei) of eigenvectors for A with eigenvalues (κi), the corre-
sponding eigenvalue F i(A) of F ′(A) is given by

F i(A) =
∂f

∂κi
(κ).

(ii) Let (ηij) be a matrix representation of some η ∈ L(V ) with respect to the basis (ei).
Then the second derivative of F satisfies

d2F (A)(η, η) =

n∑

i,j=1

∂2f

∂κiκj
ηiiη

j
j +

n∑

i6=j

∂f
∂κi
− ∂f

∂κj

κi − κj
ηijη

j
i , (2.6)

where the latter quotient is also well defined if κi = κj.

In symmetric directions (ηij), (2.6) was derived in [6, 43]. Note that Appendix A1 also
provides new, quite elementary proofs of the corresponding formulae in this special case.
The main reason for us to prove this more general version was a special need for this formula
arising in the paper [15], where it remained unclear, whether under a particular curvature
flow the time dependent Weingarten operators W(t) satisfy Ẇ(t) ∈ Σgt(T

1,0(M)). Hence
an application of the chain rule as in (2.2) was (in our setup using coordinate frames)
unjustified. In Appendix A1, some further useful estimates for dF are deduced, when f
satisfies some commonly used properties, such as inverse concavity. These are especially
relevant to curvature flows. For further details and more introductory comments we refer
directly to Appendix A1, especially Section 4.

7



CHAPTER 2. SUMMARIES

2.2 Appendices A2 and A3

In this section we summarise the Appendices A2 and A3, “Pinching and asymptotical round-
ness for inverse curvature flows in Euclidean space” and “Explicit rigidity of almost-umbilical
hypersurfaces”. They are partially related, as we will see soon. Appendix A2 deals with ex-
panding curvature flows of the form (1.1) in Rn+1 with a particular structure:

ẋ =
1

F p
ν, 0 < p <∞, (2.7)

where F arises from a symmetric function f ∈ C∞(Γ), which is positive, strictly monotone,
1-homogeneous and concave and satisfies

f|∂Γ = 0.

Compare Appendix A1, Section 4, for more details on these properties. Γ ⊂ Rn is an open,
convex and symmetric cone containing the positive cone Γ+. In case p > 1 it is also assumed
that Γ = Γ+. For p = 1, long-time existence, convergence to infinity and convergence of
suitably rescaled hypersurfaces to a sphere was proven in the seminal papers [40, 103]. For
p 6= 1 the same result was obtained in [46] by Gerhardt, with earlier results in some particular
cases by other authors [20, 21, 68, 76, 97].

The aim of Appendix A2 is to obtain a refined description of the asymptotic behaviour
of solutions to (2.7). The motivation is the following. Suppose we have a sphere S = ∂B
around x ∈ Rn+1, pick a point z ∈ B, z 6= x, and write

uz(y) = |z − y|.

Starting (2.7) from the initial hypersurface S, the flow hypersurfaces Mt are also spheres
around x, although the time dependent graph functions u = u(t, y) have a uniformly positive
oscillation and hence do not reflect the spherical shape of the flow hypersurfaces. Only after
the rescaling with a suitable scaling factor Θ,

ũz = Θ−1uz,

these oscillations are killed and ũz converges to a constant. It is a natural question, if
we can optimise the graphical parametrisation, i.e. find the center x and investigate how
strongly the new parametrisations ũx converge. The following theorem is the main result
of Appendix A2. It shows that even without rescaling, the solutions to the flow (2.7) fit
arbitrarily close to a flow of spheres around a uniquely determined optimal center.

2.2.1 Theorem. Let n ≥ 2, 0 < p < ∞, Γ ⊂ Rn be an open, symmetric and convex
cone containing the positive cone and let F be associated to a positive, symmetric, strictly
monotone, 1-homogeneous and concave curvature function f ∈ C∞(Γ) with f|∂Γ = 0. In
case p > 1 suppose that Γ = Γ+. Let

x0 : M ↪→M0 ⊂ Rn

be a smooth embedding of a closed and F -admissable hypersurface, which can be written as
a graph over a sphere Sn,

M0 = {(u(y), y) : y ∈ Sn}.

8



CHAPTER 2. SUMMARIES

Then for the unique solution Mt = x(t,M) of (2.7) with initial embedding x0 there exists a
point Q ∈ Rn+1 and a sphere S∗ = SR∗(Q) around Q with radius R∗, such that the spherical
solutions St with radii Rt of (2.7) with initial data SR∗ satisfy

dist(Mt, St) ≤ cR−
p
2

t ∀t ∈ [0, T ∗), (2.8)

c = c(p,M0, F ). Here dist denotes the Hausdorff distance of compact sets.

Note that the long-time existence and rescaled convergence of the flows under consider-
ation was proved in [46]. The point here is to find a flow of spheres which satisfies (2.8).
Similar result for the inverse Gauss curvature flow with n = 2 were obtained in [97] and for
the expansion of curves in R2 in [77].

Although the technical details are delicate, the idea for the proof of Theorem 2.2.1 can
be summarised quickly. The evolution equation of the traceless second fundamental form,

Å = A− 1

n
Hg,

has a structure that suggests strong stability at totally umbilical hypersurfaces. This means,
that once

‖Å‖2 = ‖A‖2 − 1

n
H2

is uniformly small it will decay strongly to 0. Computational details on these claims can be
found in Appendix A2, Prop. 3.4. A particular closeness to zero can be deduced from [46].
Strong decay to zero then follows. The second ingredient is a quantitative version of the
so-called umbilicity theorem (german: Nabelpunktsatz), which states that a hypersurface M
satisfies

Å = 0 ⇒ M is a sphere.

We need a quantitative version in the sense of

‖Å‖ < δ ⇒ dist(M,SR) < ε,

with explicit dependence of δ on ε. A paper by Kurt Leichtweiß, [74], provides such an
estimate in the class of convex hypersurfaces (which suffices for our purposes) and hence we
can conclude, for each time t, the existence of a centre Qt and a radius Rt, such that

dist(Mt, SRt(Qt)) ∼ εt.

The εt are given explicitly in Appendix A2. It is left to show that the centres Qt converge
in Rn+1, which can easily be accomplished. All details are given in Appendix A2.

The power of the quantitative umbilicity theorem in this application was the main reason
for J.S. to get deeper into the theory of pinching theorems for hypersurfaces. Generally, such
results are lead by the following philosophy: Suppose we have a geometric quantity on
a hypersurface, which takes a particular value precisely on a geodesic sphere or another
distinguished object. We then ask, whether the hypersurface is close to this distinguished
object, provided the geometric quantity is close to the particular value. This game can be
played with various quantities, such as the traceless second fundamental form as above, the
traceless Einstein tensor, e.g. [26], the first eigenvalue of the Laplace-Beltrami operator on
an isometrically embedded Riemannian manifold, e.g. [22, 93] or [94]. Also one can vary
the sense of closeness that is asked for (Hausdorff-distance, isometric deficit) under various
pinching conditions on the geometric quantities.

9



CHAPTER 2. SUMMARIES

Appendix A3, jointly written with Julien Roth, deals with a pinching result of almost-
umbilical type. Roughly stated, it says that an immersed hypersurface in Rn+1 with a
sufficiently small Lp norm of the traceless second fundamental form is Hausdorff close and
quasi-isometric to a sphere, provided p > n. The precise formulation is as follows.

2.2.2 Theorem. Let M ↪→ Rn+1 be a closed, connected, oriented and immersed C2-
hypersurface with |M | = 1. Let p > n ≥ 2. Then there exist constants c, ε0 > 0 depending on
n, p and ‖A‖p, as well as a constant α = α(n, p), such that whenever there holds

‖Å‖p < ‖H‖pε0,

then

dH(M,SR(xM )) ≤ cαR

‖H‖αp
‖Å‖αp ≡ Rεα

and M is εα-quasi-isometric to a sphere SR with a certain radius R.

By εα-quasi-isometric we mean that a suitable diffeomorphism F from M into SR satisfies

|d(F (x1), F (x2))− d(x1, x2)| 6 Rεα

for any x1, x2 ∈M.
This theorem is particularly useful, when it is not a priorily clear that M is strictly

convex, as it was the case in the application to Appendix A2. For example it was used by
Wei in [109] in the proof of a Minkowski type inequality in Schwarzschild space. For surfaces
(n = 2), similar results were originally proved by De Lellis and Müller even in the critical
case p = 2, [24, 25]. Also compare the comprehensive description in [89]. The proof of
Theorem 2.2.2 is an application of another pinching result J.S. has published together with
Julien Roth [94]. Let us give a simplified shortcut of an explanation here.

For an immersed hypersurface M ⊂ Rn+1, Reilly [90] has obtained an upper bound for
the first positive eigenvalue of the Laplace-operator on M ,

λ1(M) ≤ n

|M |

ˆ

M

H2 dµ (2.9)

with equality precisely if M is a sphere. In [94] we prove that (up to some technical adjust-
ments) if (2.9) almost holds in a sense that will be apparent from the proof of Thm. 1.1 in
Appendix A3, then M must be close to a sphere. Hence it would suffice to almost provide
(2.9) in order to prove Theorem 2.2.2. A connection between λ1(M) and the umbilicity
tensor is provided by the Gauss equation, which links the Ricci tensor of the induced metric
on M to the second fundamental form, and a theorem due to Aubry [8], which says that for
p > n/2, a complete Riemannian manifold (Mn, g) with

1

|M |

ˆ

M

(Ric− (n− 1))p− <
1

C(p, n)

is compact and satisfies

λ1 > n

(
1− C(n, p)

(
1

|M |

ˆ

M

(Ric− (n− 1))p−

) 1
p

)
,

where Ric denotes the smallest eigenvalue of the Ricci tensor and

x− = max(0,−x).

10
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A simple calculation gives the desired pinching estimate on λ1(M). Details can be found in
Appendix A3, proof of Thm. 1.1.

Section 1 and 2 of Appendix A3, which also include the complete proof of
Theorem 2.2.2, were elaborated by both Julien Roth and J.S. to an equal amount.

Section 3 of Appendix A3, which was elaborated and written by J.S., is a straight-
forward transfer of Theorem 2.2.2 to conformally flat ambient manifolds, based on the obser-
vation that the umbilicity tensors of the same hypersurface with respect to two conformally
equivalent ambient metrics only differs by the conformal factor.

The final section of Appendix A3, due to J.S., is highly related to the spherical closeness
estimates in Appendix A2. It provides an optimality result for the previously mentioned
pinching result due to Leichtweiß, [74], namely we prove that an estimate of the form

dH(M,SR(x0)) ≤ c‖Å‖α∞, α > 1

is not possible in the class of C∞-bounded hypersurfaces. Precisely:

2.2.3 Theorem. Let n ≥ 2 and C = 2 max(|S2(0)|, ‖ĀS2‖∞). For all α > 1 and for all
k ∈ N there exists a uniformly convex smooth hypersurface Mk ↪→ Rn+1 with

max(‖Ak‖∞, |Mk|) ≤ C,
such that

‖Åk‖∞ <
1

k

and for all spheres S ⊂ Rn+1 there holds

dH(Mk, S) > k‖Åk‖α∞.
Here ĀS2

denotes the second fundamental form of the sphere with radius 2.

The idea to prove Theorem 2.2.3 uses a counterexample due to Mu-Tao Wang and Pei-
Ken Hung [64] concerning the inverse mean curvature flow in the hyperbolic 3-space H3 (we
restrict this description to the case n = 2 for simplicity). They prove the existence of an
initial starshaped and mean convex hypersurface M0 ⊂ H3 such that the rescaled metrics

g̃t =
gt
|Mt|

do not converge to the round metric. This is tantamount to saying that, after representing
M0 as a graph over a geodesic sphere by a function u, the corresponding graph functions
u(t, ·) along IMCF do not converge to a constant after rescaling,

û = u− t

2
→ û∞ 6= const .

However, in [95] it was deduced that

‖Å‖∞ ≤ ce−t

along IMCF in H3. Switching to the conformally flat parametrisation of H3 and denoting
the Euclidean quantities by a tilde, we obtain

‖ ˚̃A‖∞ ≤ ce−
t
2 .

Assuming that Theorem 2.2.3 is false, one gets a strong roundness estimate for the M̃t ⊂
R3. Using arguments similar to those in Appendix A2, Section 4, it is possible to deduce
û∞ = const, a contradiction. Complete details are presented in Appendix A3, Section 4.

11



CHAPTER 2. SUMMARIES

2.3 Appendices A4 and A5

In these appendices we investigate inverse curvature flows in Riemannian warped products.
Appendix A4 “Inverse curvature flows in Riemannian warped products” deals with flows only
depending on curvature, where the flow leaves move to the unbounded part of the warped
product, whereas Appendix A5 “Locally constrained curvature flows” involves flows with
dependencies on the normal and the radial direction, which force the flow to remain in a
compact region. Let us first describe Appendix A4. Here we consider the flow

ẋ =
1

F p
, 0 < p ≤ 1,

where F is the associated operator function to a positive, symmetric, strictly monotone, 1-
homogeneous and concave curvature function f ∈ C∞(Γ) on a symmetric, open and convex
cone Γ ⊂ Rn+1 containing the positive cone Γ+. The ambient manifold is the Riemannian
warped product

N = (R0,∞)× S0, ḡ = dr2 + ϑ2(r)σ,

where (S0, σ) is a smooth, compact and orientable Riemannian manifold of dimension n ≥ 2
and ϑ ∈ C∞((R0,∞)) satisfies ϑ′ > 0 and ϑ′′ ≥ 0. Further specific assumptions on ϑ and
F will appear, depending on how general we assume σ to be. The long-time existence of
a solution can be proved in a quite general setting, but in order to get good asymptotic
estimates, we will need some control on the derivatives of ϑ, namely we will impose the
following assumption.

2.3.1 Assumption. Assume the warping function ϑ ∈ C∞((R0,∞)) to satisfy

lim sup
r→∞

ϑ′′ϑ
ϑ′2

<∞ and lim sup
r→∞

ϑ′′(r)>0

ϑ′′′ϑ
ϑ′ϑ′′

<∞.

In the following theorem R̂c denotes the smallest eigenvalue of the Ricci tensor of σ
and Hk denotes the curvature function determined by the k-th normalized elementary sym-
metric polynomial of the principal curvatures. The following theorem is the main result of
Appendix A4.

2.3.2 Theorem. Let (S0, σ) be a smooth, compact and orientable Riemannian manifold of
dimension n ≥ 2, R0 > 0, N = (R0,∞)× S0 and define a warped product metric on N ,

ḡ = dr2 + ϑ2(r)σ,

with ϑ ∈ C∞((R0,∞)), ϑ′′ ≥ 0 and ϑ′ > 0. Let 0 < p ≤ 1 and F have the previously listed
properties. Let

x0 : M ↪→ N

be the embedding of a hypersurface M0, which is graphical over S0, i.e. there exists u ∈
C∞(S0, (R0,∞)) such that

M0 = {(u(y), y) : y ∈ S0},
and such that all its n-tuples of principal curvatures belong to Γ.

(i) Assume that either of the following properties hold

(a) σ has non-negative sectional curvature.

(b) F = n
Hk+1

Hk
, 0 ≤ k ≤ n− 1.

12
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Then there exists a unique immortal solution

x : [0,∞)×M → N

of

ẋ =
1

F p
ν

x(0, ·) = x0,

which is also graphical over S0, i.e. 〈ν, ∂r〉 > 0.

(ii) Assume σ has non-negative sectional curvature and each of the following properties:

(A) Assumption 2.3.1 holds.

(B) sup
r>0

ϑ′(r) <∞ and p = 1 ⇒ R̂c > 0 and F = n
Hk+1

Hk
, 0 ≤ k ≤ n− 1.

(C) sup
r>0

ϑ′(r) =∞ and p = 1 ⇒ lim inf
r→∞

ϑ′′ϑ
ϑ′2

> 0.

Then the flow hypersurfaces become umbilical at the rate

∣∣∣∣hij −
ϑ′

ϑ
δij

∣∣∣∣ ≤ ct
ϑ′1−p(p+1)

ϑ
, (2.10)

where the t-factor may be dropped in case p < 1 or bounded ϑ′ and may even be replaced
by e−αt for some positive α if ϑ′ is bounded and p = 1.

A detailed discussion of the technical assumptions in this theorem, as well as an exten-
sive bibliography of works on inverse curvature flows can be found in the introduction of
Appendix A4. Let us only mention the most important ones here. As already described
in Chapter 1, the inverse mean curvature in the Euclidean space, hyperbolic space and the
sphere has been very useful to prove geometric inequalities, cf. [40, 45, 47, 53, 63, 103] and
[81]. In more general warped products, among which are the anti-de Sitter-Schwarzschild
manifolds and the Reissner-Nordström manifolds, an estimate like (2.10) was enough to ob-
tain Minkowski and Penrose type inequalities. Hence the aim of the paper in Appendix A4
is to provide the estimate (2.10) in a setting as general as possible, with the hope that it will
be possible to obtain interesting applications in the future.

The method of proof for Theorem 2.3.2 is straightforward by getting C0, C1 and cur-
vature estimates via maximum principle and then to refine the asymptotics with suitable
test functions. Finding such test functions can be tricky, but the search for them is surely
inspired by previous works on this topic, although from time to time a refinement is neces-
sary, especially since we also allow powers p of F , we do not impose a lower bound on the
ambient sectional curvature and, more importantly, the fractions in Assumption 2.3.1 are
not assumed to converge. This has, to the best of my knowledge, never been treated before,
except in the previous work by J.S. on the inverse mean curvature flow [96]. Also note, that
spherical ambient spaces, i.e. ϑ′′ < 0 are not included. In these cases there is no long-time
existence and other methods are necessary, see [47] for an approach using dual flows and [81]
for an approach using the geometry of spherically convex bodies.

One conceptual problem with the use of purely expanding curvature flows, such as the
inverse mean curvature flow, in deducing geometric inequalities for compact hypersurfaces,

13
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is that the structure of the ends of the possibly unbounded ambient manifold are crucial for
the type of convergence results one gets. However, depending on the geometric inequality
for a hypersurface M ⊂ N one would like to prove, it is reasonable to expect that only the
local structure of N around M is relevant, at least when searching for critical points. Hence
one strategy, for example to prove an Alexandrov-Fenchel inequality as in (1.2), could be to
find a flow which leaves the right hand side constant and decreases the left hand side. Often
this is not possible using a pure curvature flow, but by using a flow with constraining extra
terms. The first such flow, the so-called volume preserving mean curvature flow, was studied
by Huisken [61] for convex hypersurfaces and by Gage [35] for convex curves. It reads

ẋ =

(
 

H −H
)
ν. (2.11)

This flow preserves the volume enclosed by the hypersurface and decreases its surface area.
Hence it is naturally suited to prove the isoperimetric inequality. However, due to its non-
local nature, it is analytically hard to study. Similar non-local flows in all kinds of variants
(area preserving, quermassintegral preserving) have been studied in the Euclidean and the
hyperbolic space, e.g. [5, 7, 17, 67, 75, 80, 85, 86, 87, 99]. Furthermore, there are perturbation
and stability results, also including more general ambient spaces, [1, 30, 59]. One analytical
drawback of (2.11) is, that due to the nonlocal nature, one can not prove the existence of
barriers in dependence on initial barriers. In this sense, also for (2.11) the global structure
of the ambient manifold comes into play. A very elegant way to overcome these obstructions
was given by Pengfei Guan and Junfang Li in [54]. They constructed the flow

ẋ = (nϑ′ −Hs)ν, (2.12)

where s = 〈ϑ∂r, ν〉 is the generalised support function. Due to the Minkowski identity
ˆ

M

nϑ′ =

ˆ

M

Hs,

this flow is volume preserving. It can also be shown that it is surface area decreasing. The
big advantage is, that it solely depends on local quantities. Furthermore one can treat
starshaped hypersurfaces, not only convex ones as in the non-local flows. Indeed, in [54],
it is proved that (2.12) drives starshaped hypersurfaces in a simply connected spaceform
exponentially to a geodesic sphere. In [56] the same result was accomplished in more general
warped products, yielding the isoperimetric inequality for starshaped hypersurfaces in those
warped products. It is tempting to define analogous flows which preserve other quantities,
such as the higher order quermassintegrals. For instance, one can show that

ẋ =

(
nϑ′

H
− s
)
ν (2.13)

is surface area preserving, while it decreases the total mean curvature. Hence, if one could
prove convergence to a sphere in a warped product, one would obtain a Minkowski inequality
for starshaped mean convex hypersurfaces. Unfortunately, the flow (2.13) is very tough
to handle and, except for the Euclidean case, only unsatisfactory partial results could be
obtained so far [12]. Some fully nonlinear versions of (2.12) in Rn+1 were treated in [55].
Until today we were not able to prove convergence of solutions of (2.13). However, we
were able to handle a related flow: Appendix A5, written jointly with Chao Xia, deals with
long-time existence and convergence of solutions for the flow

ẋ =
( n
F
− s

ϑ′

)
ν. (2.14)

14
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It is not known to us whether this flow preserves any quantities, but it still has some nice
monotonicity properties, which enabled us to prove some Minkowski type inequalities in
warped products and a weighted isoperimetric type inequality in the hyperbolic space. The
main theorems are the following:

2.3.3 Theorem. Let a, b ∈ R and (N, ḡ) be the warped space ((a, b) × Sn, dr2 + ϑ2(r)σ)
with ϑ > 0, ϑ′ > 0 and ϑ′′ ≥ 0. Let F be the operator function associated to a symmetric,
positive, strictly monotone, 1-homogeneous and concave curvature function f ∈ C∞(Γ). Let
x0 be the embedding of a closed n-dimensional manifold M into N , such that x0(M) is a
graph over the domain Sn and such that κ ∈ Γ for all n-tuples of principal curvatures along
x0(M). Then any solution x of (2.14) exists for all positive times and converges to a geodesic
slice in the C∞-topology.

Furthermore we basically get the same result for the flow of strictly convex hypersurfaces
of the sphere, cf. Thm. 1.1 in Appendix A5, if F is a quotient of elementary symmetric
polynomials,

F = n
Hk

Hk−1
.

With the help of this result, we get the following geometric inequalities:

2.3.4 Theorem. Let N = (a, b) × Sn be equipped with one of the anti-de-Sitter Schwarz-
schild metrics or the hyperbolic metric, i.e.

ϑ′ =
√

1 + ϑ2 −mϑ1−n, m ≥ 0.

Let Σ ⊂ N be a closed, star-shaped and mean-convex hypersurface, given by the function
u : Sn → (a, b), and let

Ω = {(s, y) ∈ N : a ≤ s ≤ u(y), y ∈ Sn}.

Then there hold
ˆ

Σ

Hϑ′dµ− 2n

ˆ

Ω

ϑ′ϑ′′

ϑ
dN ≥ ξ1(|Σ|)

and
ˆ

Σ

Hϑ′dµ− 2n

ˆ

Ω

ϑ′ϑ′′

ϑ
dN ≥ ξ0

(
ˆ

Ω

ϑ′dN

)
, (2.15)

where ξ0, ξ1 are the associated monotonically increasing functions for radial coordinate slices.
Equality holds if and only if Σ is a radial coordinate slice.

In particular, in the hyperbolic space, due to ϑ′′ = ϑ, inequality (2.15) reduces to

ˆ

Σ

Hϑ′dµ− (n+ 1)n

ˆ

Ω

ϑ′dN ≥ n|Sn| 2
n+1

(
(n+ 1)

ˆ

Ω

ϑ′dN

)n−1
n+1

, (2.16)

where ϑ′(r) = coshu. Equality in (2.16) holds if and only if Σ is a geodesic sphere centred
at the origin. Chao Xia proved a Minkowski type inequality in [111] stating that for a closed
horo-convex hypersurface Σ ⊂ Hn+1 there holds

(
ˆ

Σ

ϑ′dµ

)2

≥ n+ 1

n

ˆ

Σ

Hϑ′dµ
ˆ

Ω

ϑ′dN.

Combining this with (2.16), we get:
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2.3.5 Theorem. Let Σ be a closed horo-convex hypersurface in Hn+1 with the origin lying
inside Ω. Then, with equality on origin-centred spheres,

ˆ

Σ

ϑ′dµ ≥
[(

(n+ 1)

ˆ

Ω

ϑ′dN

)2

+ |Sn| 2
n+1

(
(n+ 1)

ˆ

Ω

ϑ′dN

) 2n
n+1

] 1
2

.

2.3.6 Remark. Theorem 2.3.5 already appeared in the paper [38], where it is the case k = 0
in Thm. 9.2. However, their proof relies on an invalid inequality, namely [38, equ. (9.8)],
which states

|Σ|n+1
n ≥ |Sn| 1n

ˆ

Σ

s dµ.

This inequality is already incorrect on geodesic spheres not centred at the origin. Theo-
rem 2.3.5 fixes this gap in the proof of [38, Thm. 9.2].

2.3.7 Remark. Please note, that the notation here deviates from the notation used in Ap-
pendix A5. When writing the paper, we compromised on a different notation, but in order
to have a consistent notation within the summary chapter of this thesis, I decided to change
it back for the current section.

It is in order to say a few words about the proof. The rough strategy is straightforward,
obtaining barriers, gradient and curvature estimates. However, due to the additional terms s
and ϑ′ in the flow speed, the computations as well as the balancing of all the new (compared
to a pure curvature flow) terms are delicate. The final round limiting shape can be deduced
from the existence of some monotone quantities, which allow to get the spherical shape with
the help of some rigidity results, e.g. Brendle’s Heintze-Karcher type inequality [11]. On
several occasions we proved some estimates, such as for the gradient or the curvature function
F , in a greater generality than needed, with the hope that they might be useful later.

The main technical reason, why the flow (2.14) is easier to handle than (2.13) is that in
the latter the lower order term ϑ′ is coupled with the curvature. This feature gives some
mixed derivative terms of ∇H and ∇u, which we were not able to deal with. It is a long-term
goal of J.S. to overcome these difficulties.

To finish this section it is still left to precisely describe the contribution of J.S. to the
paper “Locally constrained inverse curvature flows” in Appendix A5.

The introductory sections 1-3 of this paper consist of the statement of the results,
notational conventions and evolution equations. They are written approximately to an
equal amount by both authors.

Sections 4 and 5 consist of the general gradient and F -bounds. The idea for the proof,
i.e. the construction of test functions, as well as most of the writing, is due to Chao Xia.

Sections 6-8, which contain the preservation of convexity in sphere as well as estimates
on the principal curvatures, were elaborated and written by J.S., except for Prop. 7.4
(lower F -bound), the idea for which was given to J.S. by Chao Xia.

Section 9 about the geometric inequalities is due to Chao Xia.

2.4 Appendices A6 and A7

Until now, all curvature flows we considered are evolving closed hypersurfaces in a given
ambient space. In contrast, the final Appendices A6 and A7, jointly written with Ben
Lambert, deal with the IMCF

ẋ =
1

H
ν (2.17)
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of hypersurfaces Mt ⊂ Rn+1 with boundary. Thus, in order to obtain uniqueness of a
solution, we have to impose a boundary condition. We chose perpendicularity to the unit
sphere from the inside. In Appendix A6 we prove a convergence result for the IMCF of
strictly convex hypersurfaces satisfying this perpendicularity condition, cf. Theorem 2.4.1
below. Free boundary hypersurfaces with prescribed contact angle have become a classical
topic in geometric analysis during the past decades, for example as capillary or minimal
surfaces, e.g. [10, 78, 88, 91, 92, 105] or in the context of Steklov eigenvalues and the
Dirichlet-to-Neumann problem [31, 32, 33].

In the context of curvature flows there has also been a wide interest in flows that satisfy
Dirichlet or Neumann conditions, such as the mean curvature flow of graphs [2, 62], the mean
curvature flow with perpendicular free boundary condition [16, 29, 49, 69, 70, 71, 79, 100, 101]
and the inverse mean curvature flow with perpendicular Neumann condition [83, 84].

The following theorem is the main result of Appendix A6, where ν̃ denotes the outward
unit normal of the unit sphere Sn and D the n-dimensional unit disk.

2.4.1 Theorem. Let
x0 : D ↪→M0 ⊂ Rn+1

be the embedding of a smooth and strictly convex hypersurface with normal vector field ν0,
such that

x0(∂D) ⊂ Sn,
〈γ̇(0), ν̃〉 ≥ 0 ∀γ ∈ C1((−ε, 0],M0) : γ(0) ∈ ∂x0(D),

〈
ν0|∂D, ν̃|∂D

〉
= 0.

(2.18)

Then there exists a finite time T ∗ <∞, α > 0 and a unique solution

x ∈ C1+α
2 ,2+α([0, T ∗)× D,Rn+1) ∩ C∞((0, T ∗)× D,Rn+1)

of (2.17) with initial hypersurface M0, such that the flow hypersurfaces Mt share the proper-
ties in (2.18) and the embeddings xt converge to the embedding of a flat unit disk as t→ T ∗,
in the sense that the height of the Mt = x(t,D) over this disk converges to 0.

2.4.2 Remark. Please note, that the notation used in Theorem 2.4.1 deviates from the one
used in Appendix A6 in order to be consistent with the notation used in the rest of Chapter 2.

To the best of our knowledge, for the inverse mean curvature flow with boundary the only
previous convergence result is due to Marquardt [83] who showed, in the spirit of Gerhardt’s
seminal work [40], that a hypersurface with boundary, graphical over some portion of the
sphere Sn and perpendicular to the cone in Rn+1 over this portion, exists for all time, is driven
to infinity by IMCF and after rescaling to unit surface area converges to the corresponding
portion of a sphere.

The big qualitative difference between Marquardt’s and our result Theorem 2.4.1 is that
the geometry of the supporting hypersurface Sn forces the mean curvature H to drop to
zero even quicker, resulting in a finite time singularity formation: The smooth flow, starting
from strictly convex initial data, can only exist for a finite time and tends to the unique
disk-type minimal surface perpendicular to Sn, namely the flat unit disk. The norm of
convergence is at least C1,α. We are not aware whether the norm of convergence can be
improved. This remains an interesting open question. Our result should be compared to a
very recent preprint by Daskalopoulos and Huisken [23], who consider the IMCF of entire
graphs over Rn with a prescribed growth at infinity. They also obtain maximal existence on
a finite interval, with C1,α convergence to the flat plane.
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The proof of Theorem 2.4.1 combines analytical tools with methods from spherical convex
geometry. Let us list the main steps of the proof.

(i) A hypersurface, which has the properties (2.18), can be written as a graph in a confor-
mally flat coordinate system, built from rotating a special class of Möbius transforma-
tions of the 2-plane. Hence the problem (2.17), (2.18) can be written as a scalar fully
nonlinear PDE with a classical Neumann boundary condition. Short-time existence
then follows from standard parabolic theory.

(ii) Any strictly convex hypersurface Mt ⊂ Rn+1 with boundary satisfying (2.18) induces
a strictly convex hypersurface ∂Mt ⊂ Sn, which lies in the interior of a hemisphere
H(e0) around some e0 ∈ Sn due to a classical result by Do Carmo and Warner [28].
We obtain height estimates for Mt over the plane e⊥0 , in the sense that as long as ∂Mt

is strictly separated from the equator e⊥0 ∩ Sn, we have

〈x(t, ·), e0〉 ≥ c0 > 0. (2.19)

(iii) Using a suitably built barrier function, we use the maximum principle to show that
given a height estimate like (2.19), we get a lower bound on the mean curvature, as
well as preserved convexity. Using the short-time existence result, we obtain that the
boundaries ∂Mt can not remain strictly in an open hemisphere up to the maximal time
of existence T ∗.

(iv) The boundaries ∂Mt bound strictly spherically convex bodies M̂t ⊂ Sn, which are
increasing as sets. Hence there exists a limiting body M̂T∗ , for which we can prove
two crucial properties:

(a) It satisfies a uniform interior ball condition, i.e. there exists R > 0, such that for
all p ∈ ∂M̂T∗ there exists an open ball BR(xp) ⊂ int(M̂T∗) with

∂BR(xp) ∩ ∂M̂T∗ = {p}

and

(b) M̂T∗ is a weakly convex body in the hemisphere H(e0), meaning that for all p, q ∈
M̂T∗ there exists a minimizing geodesic γ connecting p, q and contained in M̂T∗ .

For such sets M̂T∗ ⊂ Sn, Matthias Makowski and J.S. have proved in [81]:

M̂T∗ is either strictly contained in an open hemisphere or is equal to a closed
hemisphere.

The first option is ruled out since otherwise we could extend the flow beyond T ∗. Hence
∂M̂T∗ is equal to an equator and we obtain uniform convergence of ∂Mt to an equator
of Sn, as t→ T ∗.

(v) The height estimates imply that the Mt converge uniformly to the corresponding flat
unit disk and the C1,α-convergence follows due to uniform curvature estimates, which
we get from a simple maximum principle argument.
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The sections 1-3 of Appendix A6, introduction, notation and evolution equations, were
written by both Ben Lambert and J.S. to an equal amount.

The height estimates in section 4 in this rigorous form are due to J.S., where however,
some intuition for the geometric situation was achieved through conversations with Ben
Lambert.

Ben Lambert came up with the Möbius coordinates in section 5, which allowed
us to reduce the flow to a scalar evolution problem giving short-time existence.

Sections 6 and 7, especially the construction of the barrier for 1/H, the application of
the rigidity result from [81] and the completion of the proof, are due to J.S.

The counterexample in the appendix of the paper, saying that such a result is
not possible if we replace the supporting sphere by an ellipsoid, is due to Ben Lambert.

In Appendix A7 we apply Theorem 2.4.1 to prove a geometric inequality for convex free
boundary hypersurfaces in the unit ball which meet the sphere orthogonally:

2.4.3 Theorem. Let n ≥ 3 and Mn ⊂ Rn+1 be a smoothly embedded n-disk, such that Mn

is a convex hypersurface perpendicular to Sn from the inside, i.e. it satisfies (2.18). Then
there holds

1

2
|M | 2−nn

ˆ

M

H2 + ω
2−n
n

n |∂M | ≥ ω
2−n
n

n |Sn−1| (2.20)

and equality holds if and only if M is a perpendicularly intersecting hyperplane.

The case n = 2 was treated by Volkmann [106]. Using other methods, he even obtained
a better estimate for a larger class of hypersurfaces, replacing the 1/2 factor by 1/4, which
yields a conformally invariant quantity on the left hand side and characterises the equality
case by perpendicularly intersecting spheres. However, his methods are restricted to the
case n = 2. The proof of Theorem 2.4.3 is not quite as straightforward as it is usually the
case, once one has a converging curvature flow and a monotone quantity (the left hand side
of (2.20), call it Q, is non-increasing.) Of course Q is monotone along the flow we consider
in Theorem 2.4.1, the IMCF perpendicular to the sphere, but the convergence result only
holds for strictly convex initial data. Hence not all hypersurfaces M , for which Theorem 2.4.3
claims an estimate, are admissable for the flow. This is in big contrast to previous works using
the flow method to prove geometric inequalities, such as the ones mentioned in Chapter 1.
Let us have a look at the main steps of the proof, which also describe how to deal with
weakly convex hypersurfaces and how we treat the limiting case (usually the limiting case is
settled by observing that the monotone quantity is constant on the limiting object, but in
our case for the minimal limiting object the flow is not defined.)

(i) Prove (2.20) in case that M is strictly convex. This follows by a standard argument
using the monotonicity of Q along (2.17).

(ii) Approximate a general convex hypersurface M in C2 by strictly convex hypersurfaces
M̃ satisfying (2.18), in case that M is not a flat disk (in which case we would be done
anyway). If M is convex and not a flat disk, we prove that M contains a strictly
convex region and hence the mean curvature flow with boundary with initial data M
has strictly convex flow leaves M̃τ , τ > 0, immediately. They converge backwards to
M as τ → 0 in the norm of C2,α. Hence we obtain (2.20) in the general case.

(iii) For the equality case we use a contradiction argument. The idea is as follows: Suppose
we have equality in (2.20) and M is not a flat disk. In Lemma 3.4 we obtain a volume

19



CHAPTER 2. SUMMARIES

estimate for M ,
|M | ≤ ωn − c∂M ,

where ωn is the volume of the unit n-ball and c∂M only depends on the spherical outer
radius of ∂M ⊂ Sn. The monotonicity calculation in the proof of Lemma 2.3, especially
equ. (2.25), yields that the rate of diminishment of Q is strictly bounded away from
zero, as long as the volume is bounded away from ωn. Hence, approximating M in C2

by strictly convex hypersurfaces Mε and starting IMCF from each Mε (with uniformly
positive existence time T due to the exponential volume growth of IMCF), we see that
Qε(t) drops at a strictly negative rate for at least time T . Since

Qε(0)→ ω
2−n
n

n |Sn−1|, ε→ 0,

given a small ε > 0, Qε(t) will at some t > 0 eventually drop below ω
2−n
n

n |Sn−1|, which
contradicts the inequality in the strictly convex case.

In Appendix A7 the work was distributed among Ben Lambert and J.S. in the following
way.

Section 2, the monotonicity calculation in the strictly convex case, was performed
together while Ben Lambert was on a research visit in Freiburg in summer 2016. This was
the starting point of the paper.

The strategy to obtain the weakly convex case as well as the limiting case,
especially the idea described in item (iii), is due to J.S.

The great contribution of Ben Lambert was to provide the mean curvature
flow argument from Thm. 3.2 and Cor. 3.3 to approximate the weakly convex hyper-
surface M .

The existence of a strictly convex point on the weakly convex hypersurface M in Lemma
3.1, as well as the volume estimate in Lemma 3.4 are due to J.S.

Finishing up the proof of Theorem 2.4.3 in section 4 was then straightforward and
provided by both authors to an equal amount.
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ISOTROPIC FUNCTIONS REVISITED

JULIAN SCHEUER

Abstract. To a real n-dimensional vector space V and a smooth, symmetric function f

defined on the n-dimensional Euclidean space we assign an associated operator function

F defined on linear transformations of V . F shall have the property that, for each inner
product g on V , its restriction Fg to the subspace of g-selfadjoint operators is the isotropic

function associated to f . This means that it acts on these operators via f acting on their

eigenvalues. We generalize some well known relations between the derivatives of f and
each Fg to relations between f and F , while also providing new elementary proofs of the

known results. By means of an example we show that well known regularity properties

of Fg do not carry over to F .

1. Introduction

Consider a function f ∈ C∞(Rn) which is symmetric, i.e.

f(κ1, . . . , κn) = f(κπ(1), . . . , κπ(n)) ∀π ∈ Pn,
where Pn is the permutation group on n elements. Let V be a real, n-dimensional vector
space and L(V ) be the vector space of linear operators on V . If V carries an inner product
g, on the vector subspace Σg(V ) ⊂ L(V ) of g-selfadjoint operators one can define a map

Fg : Σg(V )→ R
A 7→ f(EV(A)),

where EV(A) = (κ1, . . . , κn) denotes the ordered n-tuple of real eigenvalues of A. In [2] J.
Ball proved that if f ∈ Cr(Rn), r = 1, 2,∞, the function Fg is also of class Cr. Furthermore,
using Schauder theory, he showed that if f ∈ Cr,α(Rn), r ∈ N, 0 < α < 1, then also F
is in the respective function class. Also compare [11, Sec. 2.1] for a detailed proof of these
regularity results. For r ≥ 3, the implication

f ∈ Cr(Rn) ⇒ Fg ∈ Cr(Σg(V ))

was proven in [19].
In these results one always starts with an inner product space (V, g). In many applications

one has to deal with a whole family of such spaces, where g may vary. For example in
geometric curvature problems one is often faced with a map F being evaluated on the
Weingarten tensor W, an endomorphism field with values in the tensor bundle of linear
transformations of the tangent spaces. From point to point, these linear maps W(x) are
self-adjoint with respect to different metrics, so one has to be careful with the domain of F .

One may observe, that for the most natural symmetric functions, e.g.

s1 =
n∑

i=1

κi or sn =
n∏

i=1

κi
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there is no ambiguity about how to define F even on the whole space L(V ) and not only on
some Σg(V ). Namely for s1 just set

F (A) = S1(A) = tr(A)

and for sn set
F (A) = Sn(A) = det(A).

The functions s1 and sn are special cases of the elementary symmetric polynomials sk,
1 ≤ k ≤ n, cf. Definition 2.1, to which we associate

Sk(A) =
1

k!

dk

dtk
det(I + tA)|t=0.

It is true that every symmetric function f ∈ C∞(Γ) on a symmetric open set Γ ⊂ Rn can be
written as a function of the si,

f = ρ(s1, . . . , sn),

where ρ ∈ C∞(U) for some open U ⊂ Rn, cf. [12]. In case f ∈ Cr(Γ), ρ will in general have
less regularity, cf. [3]. In both cases the function

F = ρ(S1, . . . , Sn)

is defined on an open set Ω ⊂ L(V ) and satisfies

F (A) = f(EV(A))

for all R-diagonalisable A ∈ L(V ) with eigenvalues in Γ. Hence F can be differentiated in
all directions of L(V ).

The aim of this short note is a transfer of some well known and often used relations
between derivatives of F and f to the new situation, that F can be differentiated in all of
L(V ). In previous treatments of this, only the relation between f and Fg was studied for
some fixed metric g, compare for example [1, 2, 4, 8, 9, 11, 13, 16, 18, 19]. Our approach
is by direct calculation of the proposed relations for the elementary symmetric polynomials
and then to transfer them to general functions. Note that this approach also provides a
new, quite elementary proof of the corresponding results for the pair (f, Fg) with fixed inner
product g, as obtained in [1, Thm. 5.1] and [11, Lemma 2.1.14].

The motivation to write this note came up during the preparation of [7], where we had to
apply derivatives of Fg to some non-g-selfadjoint operators, so the need for a globally defined
F was apparent. For illustration, have a look at the following simple example:

1.1. Example. Let f be the second power sum,

f(κ) =

n∑

i=1

κ2
i , F (A) = tr(A2),

then F is clearly the associated operator function for f and F is defined on whole L(V ). f
is a convex function of the κi. However,

F : L(V )→ R

is not convex: Indeed there holds

dF (A)B = 2 tr(A ◦B),

d2F (A)(B,C) = 2 tr(B ◦ C)

and hence
d2F (A)(η, η) = 2 tr(η2) < 0

for a nonzero skew-symmetric (with respect to a basis of eigenvectors of A) η.
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The fact that F is in general not convex, when considered as a function on L(V ), caused

trouble in the preparation of [7], where we had to estimate the term d2F (Ẇ, Ẇ) along some

curvature flow. Here Ẇ is the evolution of the Weingarten tensor. For the particular flow
considered in [7], we could not prove the symmetry of Ẇ. This trouble was the main motiva-
tion to write this note and to extend the formulas for derivatives of F , as in Proposition 2.8.

2. Symmetric functions and associated operator functions

For an n-dimensional, real vector space V , the aim of this section is to deduce relations
between the derivatives of the functions f and F as described in the introduction. First we
fix some definitions and notation.

2.1. Definition. On Rn we denote the elementary symmetric polynomials for 1 ≤ k ≤ n by
sk,

sk(κ1, . . . , κn) :=
∑

1≤i1<···<ik≤n

k∏

j=1

κij

and the power sums for all k ∈ N by pk,

pk(κ) =
n∑

i=1

κki .

2.2. Definition. (i) Let V be an n-dimensional real vector space and D(V ) ⊂ L(V ) be the
set of diagonalisable endomorphisms. Then we denote by EV the eigenvalue map, i.e.

EV: D(V )→ Rn/Pn
A 7→ (κ1, . . . , κn),

where κ1, . . . , κn denote the eigenvalues of A and Pn is the permutation group of n elements.
(ii) Let Γ ⊂ Rn be open and symmetric, then we define

DΓ(V ) = EV−1(Γ/Pn).

2.3. Remark. Note that EV is continuous, compare [21].

2.4. Lemma. Let V be an n-dimensional real vector space. Then for all k ∈ N there exists
a function Pk ∈ C∞(L(V )) with

Pk(A) = pk ◦ EV(A) ∀A ∈ D(V ).

Proof. Simply set

Pk(A) = tr(Ak).

Then there holds

Pk(A) = pk(EV(A)) ∀A ∈ D(V ).

�

Since the Pk are smooth, we want to investigate the structure of their derivatives.
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2.5. Proposition. Let V be an n-dimensional real vector space. Let U ⊂ Rm be open and
ψ ∈ Cr(U), r ≥ 1. Then the function

f = ψ(p1, . . . , pm)

is defined on an open symmetric set Γ ⊂ Rn and the function F = ψ(P1, . . . , Pm) is defined
on an open set Ω ⊂ L(V ). There holds

F|DΓ(V ) = f ◦ EV|DΓ(V )

and the derivatives of F evaluated at a fixed A ∈ Ω are given by

(2.1) dF (A)B = tr(F ′(A) ◦B) =
m∑

l=1

l
∂ψ

∂Pl
tr
(
Al−1 ◦B

)
∀B ∈ L(V ),

where

(2.2) F ′(A) =
m∑

l=1

l
∂ψ

∂Pl
Al−1.

Proof. Only the formula for dF has to be checked, while all other statements are obvious.
The function P1(A) = tr(A) is linear and hence

dP1(A)B = tr(B) ∀A,B ∈ L(V ).

Furthermore by the chain rule there holds

(2.3) dPk(A)B = d(P1(Ak))(A)B = k tr(Ak−1 ◦B) ∀A,B ∈ L(V ).

Thus

(2.4) dF (A)B =
m∑

l=1

∂ψ

∂Pl
dPl(A)B = tr(F ′(A) ◦B)

and hence the proof is complete. �

2.6. Remark. It is well known that the elementary symmetric polynomials sk are functions
of the pk, cf. [17], and hence Proposition 2.5 also applies to these.

2.7. Corollary. Let V be an n-dimensional real vector space and let f and F be as in
Proposition 2.5. Suppose A ∈ DΓ(V ). Then the endomorphisms F ′(A) and A are simul-
taneously diagonalisable. For a basis (e1, . . . , en) of eigenvectors for A with eigenvalues
κ = (κ1, . . . , κn), the eigenvalue F i of F ′(A) with eigenvector ei is given by

(2.5) F i(A) =
∂f

∂κi
(κ).

Proof. That F ′(A) and A are simultaneously diagonalisable follows from (2.2) immediately.
Let (κi) be the eigenvalues of A. The eigenvalues of F ′ can be read off (2.2). They are

F i =

m∑

l=1

l
∂ψ

∂pl
κl−1
i =

∂f

∂κi
,

due to the chain rule. �
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There also follows a representation for the second derivatives of the function F . Proofs
for the case that F is defined on the subspace of selfadjoint operators with respect to a fixed
metric can be found in [1, Thm. 5.1], [11, Lemma 2.1.14] and [19], where in the latter even
higher derivatives are treated. The proof presented here is by direct differentiation of (2.4). It
extends similar proofs used in the context of tensor valued functions in [4, 5, 8, 9] to the case
n > 3 and diagonalisable A. There are several other very recent results [15], which address
similar questions in the context of operator monotone functions and k-isotropic functions.
Also compare the comprehensive thesis [14], as well as [16] and [18].

2.8. Proposition. Let V be an n-dimensional real vector space and let F and f be as in
Proposition 2.5 with r ≥ 2. Let A ∈ DΓ(V ) and let (ηij) be a matrix representation of some
η ∈ L(V ) with respect to a basis of eigenvectors of A. Then there holds

(2.6) d2F (A)(η, η) =
n∑

i,j=1

∂2f

∂κi∂κj
ηiiη

j
j +

n∑

i6=j

∂f
∂κi
− ∂f

∂κj

κi − κj
ηijη

j
i ,

where f is evaluated at the n-tuple (κi) of corresponding eigenvalues. The latter quotient is
also well defined in case κi = κj for some i 6= j.

Proof. Starting from (2.4) we can calculate for all A ∈ Ω ⊂ L(V ) and B,C ∈ L(V ), that

(2.7)

d2F (A)(B,C) =
m∑

k,l=1

∂2ψ

∂Pl∂Pk
(dPl(A)B)(dPk(A)C)

+

m∑

k=1

∂ψ

∂Pk
d2Pk(A)(B,C).

From (2.3) we obtain, already inserting B = C = η = η̂ + η̃, where η̂ is the diagonal part of
η in a basis of eigenvectors for A and η̃ is the corresponding off-diagonal part η̃ = η − η̂,

(2.8)

d2Pk(A)(η, η) = k
k−1∑

l=1

tr(Al−1 ◦ η ◦Ak−1−l ◦ η)

= k

k−1∑

l=1

(
tr(Al−1 ◦ η̂ ◦Ak−1−l ◦ η̂)

+ tr(Al−1 ◦ η̃ ◦Ak−1−l ◦ η̃)
)
.

Using the specific basis of eigenvectors we get

(2.9)

d2Pk(A)(η, η) = k(k − 1)

n∑

i=1

κk−2
i (ηii)

2 + k

k−1∑

l=1

n∑

i,j=1

κl−1
i κk−1−l

j η̃ij η̃
j
i

=

n∑

i,j=1

∂2pk
∂κi∂κj

ηiiη
j
j +

∑

i 6=j
k
κk−1
i − κk−1

j

κi − κj
ηijη

j
i

=
n∑

i,j=1

∂2pk
∂κi∂κj

ηiiη
j
j +

∑

i 6=j

∂pk
∂κi
− ∂pk

∂κj

κi − κj
ηijη

j
i .

APPENDIX A1. ISOTROPIC FUNCTIONS REVISITED

36



Hence the claimed result holds for the power sums. Returning to (2.7) we obtain, also using
Corollary 2.7,

d2F (A)(η, η) =
m∑

k,l=1

∂2ψ

∂Pl∂Pk
(dPl(A)η̂)(dPk(A)η̂) +

m∑

k=1

∂ψ

∂Pk
d2Pk(A)(η, η)

=
n∑

i,j=1

∂2f

∂κi∂κj
ηiiη

j
j +

m∑

k=1

∂ψ

∂Pk

∑

i 6=j

∂pk
∂κi
− ∂pk

∂κj

κi − κj
ηijη

j
i ,

from which the claim follows due to the chain rule. Also in this formula, the quotient makes
sense even if κi = κj , since the singularity in this fraction is removable, as can be seen from
(2.9). �

2.9. Remark. The representation formulae (2.5) and (2.6) are only valid a diagonalisable A,
since their expressions make use of a particular basis of eigenvectors. Formulae which are
valid for arbitrary A ∈ Ω are given, though a little less explicit, in (2.1) and (2.8). They are
still easy enough to serve as a computational tool, particularly in low dimensions.

Although in the previous proof we have already seen an explicit expression for the quotient
term in (2.6), we want to at least mention another representation. It appeared in [11,
Lemma 2.1.14] and [19], also compare [10, Lemma 2]. The proof is similar to these references.

2.10. Lemma. Let f be as in Proposition 2.5 with r ≥ 2 and suppose that Γ is convex. Then
there holds

∂f
∂κi
− ∂f

∂κj

κi − κj
=

1

2

ˆ 1

0

(
∂2f

∂κ2
i

− 2
∂2f

∂κi∂κj
+
∂2f

∂κ2
j

)
,

where the integrand is evaluated along the line segment

σ(t) = κ+ t
κj − κi

2
(ei − ej) .

An alternative proof. Let us have a look at a second nice proof of Proposition 2.8, the
idea of which appeared in [19, Lemma 3.2]. I owe thanks to the anonymous referee for the
observation that this method can also be applied in our situation. It is based on the fact
that the function F , as given in Proposition 2.5, is Gln(V )-invariant:

(2.10) F (SAS−1) = F (A) ∀A ∈ L(V ) ∀S ∈ Gln(V ).

In [19, Lemma 3.2] this property held for all orthogonal transformations S of a subspace of
self-adjoint operators, but the proof basically carries over. Let us repeat it quickly here.

We suppose that all eigenvalues of A are mutually different. The general case can then
be treated by approximation as in [19]. Differentiating the relation (2.10) with respect to A
in direction of an arbitrary η ∈ L(V ) we obtain for all S ∈ Gln(V ), that

(2.11) dF (SAS−1)(SηS−1) = dF (A)(η).

In particular, choosing S = etW for arbitrary W ∈ L(V ), t ∈ R, and differentiating (2.11)
with respect to t at t = 0 gives

d2F (A)(WA−AW, η) = dF (A)(ηW −Wη).

On the other hand, writing
η = η̂ + η̃,
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with diagonal η̂ and off-diagonal η̃, we have

d2F (A)(η, η) = d2F (A)(η̂, η̂) + 2d2F (A)(η̂, η̃) + d2F (A)(η̃, η̃).

With respect to a basis of eigenvectors for A and F ′(A) we define

W i
j =

η̃ij
κj − κi

,

which implies
W i
kA

k
j −AikW k

j = η̃ij
and hence

d2F (A)(η̂, η̃) = dF (A)(η̂W −Wη̂) = 0

and

d2F (A)(η̃, η̃) = DF (A)(η̃W −Wη̃) =
∑

i6=j

∂f
∂κi
− ∂f

∂κj

κi − κj
ηijη

j
i .

Finally, since A and η̂ are simultaneously diagonal, we have

d2F (A)(η̂, η̂) =
d

dt
(dF (A+ tη̂)(η̂))|t=0

=
d

dt

(
∂f

∂κi
(κ+ t(ηii))η

i
i

)

|t=0

=
∂2f

∂κi∂κj
(κ)ηiiη

j
j

and Proposition 2.8 follows. �
There is a slight advantage of the first proof of Proposition 2.8, namely that the calculation

in (2.9) gives a precise description of why the term involving κi−κj in the denominator also
makes sense in case of coalescing eigenvalues.

3. Functions on bilinear forms

There is a useful relation of our maps F : Ω ⊂ L(V ) → R to maps which are defined on
bilinear forms. First we need several definitions.

3.1. Definition. Let V be a finite dimensional real vector space.

(i) We denote the vector space of bilinear forms on V by B(V ). The space of bilinear
forms on the dual space V ∗ is denoted by B∗(V ). The respective subsets of symmetric
and positive definite forms will be denoted by B+(V ) and B∗+(V ).

(ii) For a ∈ B(V ) and b ∈ B∗(V ) we set

a∗ : V → V ∗

v 7→ a(v, ·)
and

b∗ : V ∗ → V

φ 7→ J−1 (b(φ, ·)) ,
where J : V → V ∗∗ is the canonical identification given by

v 7→ (φ 7→ φ(v)) .

(iii) Let a ∈ B(V ) and b ∈ B∗(V ), then we define b ∗ a ∈ L(V ) by contraction, i.e.

b ∗ a = b∗ ◦ a∗.
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(iv) For g ∈ B+(V ) we define g−1 ∈ B∗+(V ) by requiring

g−1 ∗ g = id .

(v) For a ∈ B(V ) and g ∈ B+(V ) we define the operator a]g ∈ L(V ) by

a]g = g−1 ∗ a
(vi) For any bilinear form a on either V or V ∗ we denote by â the symmetrisation, i.e.

â(v, w) =
1

2
(a(v, w) + a(w, v)) .

3.2. Remark. For a ∈ B(V ) and g ∈ B+(V ) we have

a(v, w) = g(a]g (v), w) ∀v, w ∈ V.
The following construction is very useful.

3.3. Proposition. Let V be an n-dimensional real vector space, Ω ⊂ L(V ) open and F be
as in Proposition 2.5. Define

Φ: Λ ⊂ B+(V )× B(V )→ R

(g, h) 7→ F (g−1 ∗ ĥ),

where Λ is the open subset such that g−1 ∗ ĥ ∈ Ω for all (g, h) ∈ Λ. Then Φ is as smooth as
F and the partial derivative of Φ at (g, h) with respect to h can be regarded as a symmetric
bilinear form,

∂Φ

∂h
(g, h) ∈ B∗(V ).

Furthermore the derivatives of F and Φ are related by

(3.1)
∂Φ

∂h
(g, h)a = tr(F ′(g−1 ∗ ĥ) ◦ â]g ) = dF (g−1 ∗ ĥ)â]g .

Proof. Since the map h 7→ g−1 ∗ ĥ is linear, we obtain

∂Φ

∂h
(g, h)a = tr

(
F ′ ◦ (g−1 ∗ â)

)

and it can be regarded as a symmetric bilinear form acting on pairs (ξ, ζ) via letting it act
on ξ ⊗ ζ. �

4. Properties of symmetric functions

We investigate some special properties associated to symmetric functions, which are par-
ticularly related to applications in geometric flows. The most crucial one, the monotonicity,
usually ensures that a flow is parabolic. Define

Γ+ = {(κi) ∈ Rn : κi > 0 ∀1 ≤ i ≤ n}.
4.1. Definition. Let Γ ⊂ Rn open and symmetric, r ≥ 1 and let f ∈ Cr(Γ) be symmetric.

(i) f is called strictly monotone, if

∂f

∂κi
(κ) > 0 ∀κ ∈ Γ ∀1 ≤ i ≤ n.

(ii) Let Γ in addition be a cone, then f is called homogeneous of degree p ∈ R if

f(λκ) = λpf(κ) ∀λ > 0 ∀κ ∈ Γ.
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(iii) A nowhere vanishing function f ∈ Cr(Γ+), r ≥ 2, is called inverse concave (inverse

convex), if the so-called inverse symmetric function f̃ ∈ Cr(Γ+), defined by

f̃(κi) =
1

f(κ−1
i )

,

is concave (convex).

These properties carry over to the function F from Proposition 2.5 in the following sense.

4.2. Proposition. Let V be an n-dimensional real vector space, Γ ⊂ Rn open and symmetric,
r ≥ 1 and let f ∈ Cr(Γ) and F ∈ Cr(Ω) be as in Proposition 2.5. Then there hold:

(i) If f is strictly monotone, then F ′(A) only has positive eigenvalues at all A ∈ DΓ(V )
and the bilinear form ∂Φ

∂h from Proposition 3.3 is positive definite at all (g, h) with

g−1 ∗ ĥ ∈ DΓ(V ).
(ii) If Γ is a cone and f is homogeneous of degree p, then DΓ(V ) is a cone and F|DΓ(V )

is homogeneous of degree p.
(iii) If r ≥ 2, Γ is convex and f is concave, then F satisfies

d2F (A)(η, η) ≤ 0

for all η having a symmetric matrix representation with respect to a basis of eigen-
vectors of A. The reverse inequality holds if f is convex.

Proof. (i) F ′(A) has positive eigenvalues due to Corollary 2.7. From (3.1) we obtain (omitting
the arguments) for 0 6= ξ ∈ V ,

∂Φ

∂h
(ξ, ξ) =

∂Φ

∂h
(ξ ⊗ ξ) = dF (ξ ⊗ ξ)]g > 0.

(ii) Let A ∈ DΓ(V ) and λ > 0. Then the claim follows from EV(λA) = λEV(A).
(iii) Follows immediately from (2.8) and Lemma 2.10. �

In Proposition 4.2, item (iii), the restriction to symmetric η is indeed necessary, as can
be seen from Example 1.1

The following estimates for 1-homogeneous resp. inverse concave curvature functions are
very useful and are also needed in [7]. The idea for the first statement comes from [1,
Thm. 2.3] and also appeared in a similar form in [6, Lemma 14]. The proof for the second
statement, however appearing in a slightly different form, can be found in [20, p. 112].

4.3. Proposition. Let V be an n-dimensional real vector space and r ≥ 1. Let f ∈ Cr(Γ+)
and F ∈ Cr(Ω) be as in Proposition 2.5 with f symmetric, positive, strictly monotone and
homogeneous of degree one. Then there hold:

(i) For every pair A ∈ DΓ+
(V ) and g ∈ B+(V ) such that A is self-adjoint with respect

to g, there holds for all η ∈ L(V ) that

dF (A)(adg(η) ◦A−1 ◦ η) ≥ F−1 (dF (A)η)
2
,

where adg(η) is the adjoint of η with respect to g.
(ii) If f is inverse concave, then for every pair A ∈ DΓ+

(V ) and g ∈ B+(V ) such that A
is self-adjoint with respect to g, there holds

d2F (A)(η, η) + 2dF (A)(η ◦A−1 ◦ η) ≥ 2F−1 (dF (A)η)
2
,

for all g-selfadjoint η.
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Proof. (i) Note that for each A ∈ DΓ+(V ) the kernel S of the map

dF (A) : L(V )→ R

has dimension n2 − 1, due to the homogeneity which implies

dF (A)A = F (A) > 0.

Now let η ∈ L(V ), then there exists a decomposition

η = aA+ ξ,

where ξ ∈ S. Hence, omitting the argument A of F ,

dF (adg(η) ◦A−1 ◦ η) = adF (η) + adF (adg(ξ)) + dF (adg(ξ) ◦A−1 ◦ ξ)
≥ adF (η),

since F ′ and A can be diagonalised simultaneously. The result follows from F = dF (A) =
a−1dF (η).

(ii) For the inverse symmetric function f̃ the corresponding F̃ has the property

F̃ (A) =
1

F (A−1)
∀A ∈ DΓ+

(V ).

Thus we may differentiate F̃ using this formula, if we restrict to directions B which are
self-adjoint with respect to g. Hence for all g-selfadjoint A ∈ DΓ+

(V ) we get

dF̃ (A)B = F̃ 2dF (A−1)(A−1 ◦B ◦A−1)

and, omitting arguments,

d2F̃ (B,B) = 2F̃ 3
(
dF (A−1 ◦B ◦A−1)

)2

− F̃ 2d2F (A−1 ◦B ◦A−1, A−1 ◦B ◦A−1)

− 2F̃ 2dF (A−1 ◦B ◦A−1 ◦B ◦A−1),

where F̃ = F̃ (A) and F = F (A−1). Since f̃ is inverse concave, there holds

d2F̃ (B,B) ≤ 0

for all g-selfadjoint B. For some g-selfadjoint η set

B = A ◦ η ◦A
to obtain

d2F (η, η) + 2dF (η ◦A ◦ η) ≥ 2F−1 (dF (η))
2
,

where we again have in mind F = F (A−1). The result follows. �

5. Examples

Let us have a look at some familiar symmetric functions, their corresponding associated
operator functions and their properties. The most important examples are the elementary
symmetric polynomials satisfying

sk ◦ EV(A) =
1

k!

dk

dtk
det(I + tA)|t=0,

compare [11, equ. (2.1.31)]. sk is strictly monotone on the set

Γk = {κ ∈ Rn : s1(κ) > 0, . . . , sk(κ) > 0},
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which is equal to the connected component of the set {sk > 0} containing Γ+, compare [13,
Prop. 2.6]. Obviously s1 is also concave and convex.

Define the quotients
qk : Γk−1 → R

qk =
sk
sk−1

.

These are homogeneous of degree one and concave, cf. [13, Thm. 2.5]. On Γ+ the qk are also
strictly monotone and inverse concave, cf. [1, Thm. 2.6]. Also the functions

f =

(
sk
sl

) 1
k−l

, 0 ≤ l < k ≤ n,

share all these properties on Γ+, [1, p. 23]. More examples of such curvature functions can
be found in [1].

6. Loss of regularity

In this final section we discuss the regularity properties of the associated operator func-
tion F and show be means of an example that the loss of regularity from f to ψ in the
correspondence

f = ψ(p1, . . . , pm)

also leads, in general, to the same loss of regularity from f to

F : Ω→ R

in the relation

(6.1) F|DΓ(V ) = f ◦ EV|DΓ(V ).

Consider the following example:

f(κ1, κ2) = (κ2
1 + κ2

2)
3
2 .

Then f ∈ C2(R2). Since F is required to satisfy (6.1) and the open domain Ω of F has to
contain the zero matrix, we must use

ψ(x1, . . . , xm) = |x2|
3
2

to connect to f (note that P2(A) can be negative). Hence

F : L(V )→ R

F (A) = ψ(P2(A)) = | tr(A2)| 32
is an associated operator function. Writing, with respect to a basis,

A =

(
w x
y z

)
,

we see that

F (A) = F (w, x, y, z) = |w2 + 2xy + z2| 32 ,
which is not C2, since its restriction to the straight line

(6.2) x 7→ (0, x, 1, 0)

is not C2. It is in fact only as smooth as ψ. This is in sharp contrast to the regularity of
the restriction to a subspace of g-selfadjoint operators,

F : Σg(V )→ R,
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which has the same regularity as f , cf. [2, 19]. The crucial difference is that the variations
in (6.2) are not allowed, since one must remain within the class of symmetric matrices.
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PINCHING AND ASYMPTOTICAL ROUNDNESS FOR INVERSE

CURVATURE FLOWS IN EUCLIDEAN SPACE

JULIAN SCHEUER

Abstract. We consider inverse curvature flows in the (n + 1)-dimensional Euclidean
space, n ≥ 2, expanding by arbitrary negative powers of a 1-homogeneous, monotone

curvature function F with some concavity properties. We obtain asymptotical roundness,
meaning that circumradius minus inradius of the flow hypersurfaces decays to zero and

that the flow becomes close to a flow of spheres.

1. Introduction

We consider inverse curvature flows in Euclidean space Rn+1, n ≥ 2,

(1.1) ẋ = F−pν, 0 < p <∞,
where F is a symmetric, monotone, homogeneous of degree 1 and concave curvature function,
which is defined in an open, convex cone of Rn, such that F vanishes on its boundary, where
in case p > 1 we assume Γ = Γ+. Here ν is the outward normal to the flow hypersurfaces of
the flow

(1.2) x : [0, T ∗)×M → Rn+1

with starshaped initial hypersurface M0, where in case p > 1 we assume that M0 is strictly
convex.

In [9] the same flow was considered. Here it is shown for any 0 < p < ∞ that the maximal
time of existence T ∗ is characterized by the property

(1.3) inf |x| → ∞, t→ T ∗,

and that the rescaled surfaces

(1.4) M̃t = Θ−1Mt,

where Θ = Θ(t) is the radius of a suitable expanding sphere, converge to the unit sphere in
C∞, cf. [9, Thm. 1.1, Thm. 1.2].

The goal of this paper is the improvement of the asymptotical behavior of the flow. Let us
explain our motivation to do this. To our knowledge, almost all of the existing results on
classical smooth inverse curvature flows, cf. the end of this introduction for an overview,
assume that the initial hypersurface may be written as a graph over a sphere. Of course,
there are many possibilities to do this. For example take a sphere S centered at q ∈ Rn+1

as initial hypersurface of the flow. It follows, that is evolves through expanding spheres
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centered at q as well. Now take another point z 6= q in the interior of the ball enclosed by S
and write S as a graph over a sphere Sz around z,

(1.5) S = {(u(x), x) : x ∈ Sz}.
Let S evolve and let u(t, ·) denote the corresponding graph functions over Sz. From the
previous observations it is clear that the oscillation of u can not decay to zero as t → T ∗,
even though circumradius minus inradius of the hypersurfaces is constantly zero. Thus the
choice of the sphere Sz is not optimal and u does not reflect the nice spherical shape of the
evolving surfaces. The optimal sphere would be one around q. In this paper we are going to
show that such an optimal sphere exists in the sense that the flow hypersurfaces will fit to a
flow of spheres arbitrarily close. We are going to achieve this for 0 < p <∞ and for n ≥ 2.
The main ingredient in the proof is an estimate of the oscillation of the support function
as it appears in [1, Prop. 4, Lemma 5], also cf. [17, Prop. 7.3]. These results hold for the
case n = 2. In higher dimensions there is a generalization of these results, which provides
closeness to a sphere in terms of the difference of the principal radii of a convex hypersurface,
cf. [12, Thm. 1.4].

In a recent paper Hung and Wang came up with a counterexample to such an asymptotical
roundness for hypersurfaces expanding by the inverse mean curvature flow in the hyper-
bolic space, cf. [10, Thm. 1]. This shows the impossibility of proving results like ours in
Hn+1.

Before we give an overview over previous results on expanding flows in Euclidean space, let
us state the main result of this paper. We require the following assumptions on F.

1.1. Assumption. Let Γ ⊂ Rn be an open, convex and symmetric cone containing the
positive cone

(1.6) Γ+ = {(κi) ∈ Rn : κi > 0, 1 ≤ i ≤ n}.
Let F be a positive, monotone, symmetric and concave curvature function, normalized to
F (1, . . . , 1) = n, such that

(i) in case 0 < p ≤ 1 we have F ∈ C∞(Γ) and F|∂Γ = 0,

(ii) in case p > 1 we additionally have Γ = Γ+.

Recall, that a hypersurface M is called F -admissable, if F ((κi)(x)) is well-defined for all
x ∈ M, where κi(x) are the principal curvatures of M at x with respect to the inward unit
normal.

The main result of this paper is the following one.

1.2. Theorem. Let n ≥ 2, 0 < p <∞ and let F satisfy Assumption 1.1. Let

(1.7) x0 : M ↪→M0 ⊂ Rn+1

be the smooth embedding of a closed, orientable, connected and F -admissable hypersurface,
which can be written as a graph over a sphere Sn,

(1.8) M0 = {(u(0, x), x) : x ∈ Sn}.
Then

(i) there exists a unique smooth solution on a maximal time interval

(1.9) x : [0, T ∗)×M ↪→ Rn+1,
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which satisfies the flow equation

ẋ =
1

F p
ν

x(0, ξ) = x0(ξ),
(1.10)

where ν = ν(t, ξ) is the outward unit normal to Mt = x(t,M) at x(t, ξ) and F is
evaluated at the principal curvatures of Mt at x(t, ξ).

(ii) There exists a point Q ∈ Rn+1 and a sphere S∗ = SR∗(Q) around Q with radius R∗,
such that the spherical solutions St with radii Rt of (1.10) with M0 = SR∗ satisfy

(1.11) dist(Mt, St) ≤ cR−
p
2

t ∀t ∈ [0, T ∗),

c = c(p,M0, F ). Here dist denotes the Hausdorff distance of compact sets.

Statement (i) is just the existence of a solution on a maximal time interval. This result is
not new, holds in even more general situations and a proof can be found in [7, Thm. 2.5.19,
Lemma 2.6.1]. We stated it for convenience. Also note that the statement in (ii) indeed
says that the flow becomes close to a flow of spheres. This is due to the fact that the radii
of spheres which satisfy (1.10) with a sphere as initial hypersurface do converge to infinity
during the maximal time of existence, cf. [9, Rem. 3.1] and [6, Thm. 0.1].

Indeed, (1.11) also allows to improve the rate of convergence of M̃t by choosing the optimal
geodesic sphere to rescale. We will not carry this out here, but refer to [17, Sec. 7] for a
rough outline of the arguments involved.

Now we give a brief overview over the state of the art in classical expanding curvature
flows. We leave aside the theory of contracting flows, weak solutions, flows with boundary
conditions, other ambient spaces and evolving curves, due to the tremendous amount of
literature, which is not of direct interest with respect to our results.

For smooth, expanding flows in Euclidean space usually, except for [16], the asymptotic
behavior of the flow hypersurfaces is described via the rescaling

(1.12) M̃t = Θ−1Mt,

where Θ(t) is the radius of the evolution of an arbitrary geodesic sphere, such that M̃t is

bounded below and above. In those works, the authors show that M̃t converges to a sphere
smoothly, which is less than (1.11) on the C0-level.

Convergence of the rescaled surfaces M̃t was proven, for example, in the papers by Gerhardt,
[6], and Urbas, [19], in the case p = 1 under similar assumptions on F as we do impose them.
Results like these in the case 0 < p ≤ 1 and general F were derived in [20] and for more
general, but still concave functions of the inverse Gauss curvature or the principal radii,
compare the works by Chow and Tsai, [5] and [4] respectively, as well as [11]. Results for

p > 1 have been accomplished for n = p = 2 and F = 2K
1
2 , the classical inverse Gauss

curvature flow in R3, by Schnürer, [16], and for n = 2, 1 < p < 2 by Li, [13]. Probably
the most general existing paper on classical inverse curvature flows in Rn+1 is [9]. Besides
those convergence results, Smoczyk has found an explicit representation for the solution of
the inverse harmonic mean curvature flow, [18].

To our knowledge, the only situation, in which statement (ii) is proven, is the case n = p = 2

and F = 2K
1
2 , where K is the Gaussian curvature, cf. [16]. We are not aware of the existence

of a convergence result of type (1.11) in case of the other parameters.
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2. Notation and definitions

In this article we consider closed, embedded and oriented hypersurfaces M ↪→ Rn+1, which
can be written as graphs over a sphere Sn,

(2.1) M = {(u(x), x) : x ∈ Sn}.
The coordinate representation (u(x), x) is to be understood in polar coordinates, in which
the Euclidean metric reads

(2.2) ds̄2 = dr2 + r2σijdx
idxj ≡ dr2 + ḡijdx

idxj .

We prefer the coordinate based notation for tensors.

Note that sometimes we use the slightly ambiguous notation to write x for an element x ∈ Sn,
where it is to be understood as x = (xi), latin indices ranging between 1 and n, or to write x
as an element x ∈ Rn+1, where it is then to be understood as (xα) = (x0, (xi)), greek indices
ranging from 0 to n. Then x0 denotes the radial component r.

We denote the standard induced metric of Sn ↪→ Rn+1 by (σij). The geometric quantities of
M are denoted via the following notation. The induced metric is denoted by g = (gij) with
inverse g−1 = (gij) and the second fundamental form with respect to the inward normal is
A = (hij). Tensor indices of tensor fields on M are always lowered or lifted via g, unless
stated otherwise, e.g.

(2.3) hij = gikhkj .

Covariant derivatives with respect to the induced metric will simply be denoted by in-
dices, e.g. ui for a function u : M → R, or by a semicolon, if ambiguities are possible, e.g.
hij;k.

The outward normal vector field to M is given by

(2.4) (να) = v−1(1,−ǔi),
where ǔi = ḡikuk, (ḡik) = (ḡik)−1 and

(2.5) v2 = 1 + ḡijuiuj ≡ 1 + |Du|2.
For a tensor field T = (ti1,...ikj1,...,jl

) on M the pointwise norm ‖T‖ is always defined with respect
to the induced metric

(2.6) ‖T‖2 = ti1,...,ikj1,...,jl
tj1,...,jli1,...,ik

.

A dot over a function or a tensor always denotes a total time derivative, e.g.

(2.7) u̇ =
d

dt
u,

whereas a prime denotes differentiation with respect to a direct argument. If for example
f = f(u), then

(2.8) f ′ =
d

du
f

and

(2.9) ḟ = f ′u̇.

Note, that this notation partially deviates from those in [7] and [9].
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Curvature functions.

The formulation of our assumptions on the curvature function F has used cones in Rn, i.e.
F depends smoothly on the principal curvatures,

(2.10) F = F (κi).

However, as it is shown in [7, Ch. 2.1] and the references therein, it is also possible to consider
F as a smooth function of the second fundamental form and the metric,

(2.11) F = F (hij , gij),

or, as well, as a function defined on the mixed tensor (hij),

(2.12) F = F (hij).

Those formulations are basically equivalent. In the formulation of evolution equations we
will use the second of those three. Note, that

(2.13) F kl =
∂F

∂hkl

defines a tensor field on M of two contravariant indices.

Evolution equations.

2.1. Remark. The existence of a solution to (1.10) on a maximal time interval [0, T ∗) is
well-known. We refer to [7, Thm. 2.5.19, Lemma 2.6.1]. Furthermore, the solution x exists
at least as long as the solution

(2.14) u : [0, T̄ )× Sn → R

of the scalar flow equation

∂

∂t
u =

v

F p

u(0, ·) = u0,
(2.15)

where u0 is the graph representation of the initial hypersurface, also compare [7, Thm. 2.5.17]
and [7, p. 98-99]. Note as well that under Assumption 1.1 we have T̄ = T ∗, cf. [9, Thm. 1.1,
Thm. 1.2].

For real numbers r > 0 define

(2.16) Φ(r) = −r−p.
The relevant evolution equations involved in the curvature flow are the following. The second
fundamental form in mixed form satsifies

ḣij − Φ′hij;kl = Φ′F klhrkh
r
l h
i
j − (Φ′F − Φ)hikh

k
j + Φkl,rshkl;jhrs;

i,(2.17)

cf. [7, Lemma 2.4.1]. The curvature function Φ satisfies

(2.18) Φ̇− Φ′F klΦkl = Φ′F klhrkh
r
lΦ,

cf. [7, Lemma 2.3.4]. In the sequel we will need two other derived evolution equations,
namely for the mean curvature H = hii,

(2.19) Ḣ − Φ′F klHkl = Φ′F klhrkh
r
lH − (Φ′F − Φ)‖A‖2 + Φkl,rshkl;ihrs;

i

APPENDIX A2. ASYMPTOTICS FOR INVERSE CURVATURE FLOWS

50



and for ‖A‖2 = hijh
j
i ,

d

dt
‖A‖2 − Φ′F kl(‖A‖)kl = 2Φ′F klhrkh

r
l ‖A‖2 − 2(Φ′F − Φ)hikh

k
jh

j
i

+ 2Φkl,rshkl;ihrs;
jhij − 2Φ′F klhij;kh

j
i;l.

(2.20)

2.2. Remark. For better readability of the subsequent results, we stick to the convention
that whenever we claim the existence of constants, c, γ etc., they are allowed and understood
to depend on n, p, M0 and F as given data of the initial value problem, without mentioning
this over and over again.

3. Pinching estimates

In this section we successively improve the pinching estimates. First we need to revisit some
results from [9].

Let Θ = Θ(t, r) denote a geodesic sphere with initial radius r, that exists as long as the
solution x of (1.10) and for which

(3.1) ũ = uΘ−1

is bounded below and above by positive constants, compare [9, Lemma 3.3-3.5] and [6, (4.8)].
The following proposition holds.

3.1. Proposition. Let x be the solution of (1.10) under Assumption 1.1. Then the rescaled
principal curvatures

(3.2) κ̃i = κiΘ

satisfy

(3.3) 0 < c−1 ≤ κ̃i ≤ c ∀t ∈ [0, T ∗),

if p > 1, and in case p ≤ 1 the κ̃i stay within a compact subset of Γ.

Proof. For p < 1 this is [9, Lemma 4.11, Cor. 4.12] and for p = 1 we refer to [6, (4.9)]. In
case p > 1 we refer to [9, Lemmata 3.10, 4.7, 4.9]. �

Furthermore, we obtain decay estimates for the gradient.

3.2. Proposition. Let x be the solution of (1.10) under Assumption 1.1, 0 < p <∞. Then
there exist positive constants c and γ, such that the function

(3.4) ϕ = log u

satisfies the gradient estimate

(3.5) |Dϕ| = σijϕiϕj ≤ cΘ−γ ∀t ∈ [0, T ∗).

Proof. In case p > 1 this holds with γ = 1
2 , cf. [9, Lemma 3.7]. In case p = 1 this follows

from [6, Lemma 2.5]. In case p < 1 this follows from the formula [9, (3.45)], where one
should also note [9, (3.41)], as well as the spherical growth

(3.6) Θ(t, r) =

(
1− p
np

t+ r1−p
) 1

1−p
,

cf. [9, (3.11)]. �
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From these observations we deduce that the pinching of the hypersurfaces actually im-
proves.

3.3. Proposition. Let x be the solution of (1.10) under Assumption 1.1, 0 < p < ∞.
Then there exist positive constants c and γ, such that the principal curvatures κi of the flow
hypersurfaces satisfy the pointwise estimate

(3.7) (κi − κj)2 ≤ cH2+γ ∀t ∈ [0, T ∗).

Proof. For this proof norms of tensors are formed with respect to σij .

The function log ũ is bounded in C∞(Sn), cf. [9, Lemma 5.1, Thm. 5.2]. Thus, via interpo-
lation, compare [8, Lemma 6.1] and Proposition 3.2, we obtain

(3.8) |D2ϕ|2 ≤ c|Dϕ||ϕ|C3 ≤ cΘ−γ ∀t ∈ [0, T ∗).

The rescaled second fundamental form h̃ij = Θhij satisfies

(3.9) h̃ij = v−1ũ−1(δij − (σik − v−2ϕiϕk)ϕkj),

cf. [9, (5.2)] and [7, Lemma 2.7.6]. Thus

(3.10) |h̃ij − λδij | ≤ cΘ−
γ
2 ,

where we used Proposition 3.2 and the fact that ũ converges to some constant λ−1. Rescaling
backwards yields

(3.11) |κi − λΘ−1| ≤ cΘ−(1+ γ
2 ) ∀1 ≤ i ≤ n,

hence we obtain the result in view of

(3.12) 0 < c−1 ≤ ΘH ≤ c.
�

The final pinching improvement will allow us to derive asymptotical roundness of the flow
hypersurfaces.

3.4. Proposition. Let x be the solution of (1.10) under Assumption 1.1, 0 < p <∞. Then
for all δ < 4 + 2p there exists a constant c = cδ > 0, such that the principal curvatures κi
satisfy the pointwise estimate

(3.13) (κi − κj)2 ≤ cHδ ∀t ∈ [0, T ∗).

Proof. Using Proposition 3.3 it suffices to show this for δ > 2. From (2.19) and (2.20) we
obtain that

(3.14) w = ‖A‖2 − 1

n
H2

satisfies

ẇ − Φ′F klwkl = 2Φ′F klhrkh
r
lw − 2(Φ′F − Φ)

(
hikh

k
jh

j
i −

1

n
‖A‖2H

)

+ 2Φkl,rshkl;ihrs;
j

(
hij −

1

n
Hδij

)

− 2Φ′F kl
(
hij;kh

j
i;l −

1

n
HkHl

)
(3.15)
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and thus, for positive constants c and δ > 2 yet to be chosen, we obtain the evolution
equation for

(3.16) z = w − cHδ,

namely

ż − Φ′F klzkl = 2Φ′F klhrkh
r
l z − c(δ − 2)Φ′F klhrkh

r
lH

δ

− 2(Φ′F − Φ)

(
hikh

k
jh

j
i −

1

n
‖A‖2H − cδ

2
Hδ−1‖A‖2

)

+ 2Φkl,rshkl;ihrs;
j

(
hij −

1

n
Hδij −

cδ

2
Hδ−1δij

)

− 2Φ′F kl
(
hij;kh

j
i;l −

1

n
HkHl

)

+ cδ(δ − 1)Hδ−2Φ′F klHkHl.

(3.17)

From Proposition 3.3 we find 0 < t0 < T ∗, such that

(3.18) max
( w

H2
, κn

)
< σ :=

1

δαn(n− 1)
∀t ∈ [t0, T

∗),

where αδ >> 1 will be chosen appropriately later. Thus t0 will only depend on δ, p and M0

as well and thus we may define

(3.19) c =
σ

inf
Mt0

Hδ−2
.

Note that due to [2, Lemma 2.2] the Mt are strictly convex for t ≥ t0. On Mt0 we have

(3.20) z = w − cHδ = H2
( w

H2
− cHδ−2

)
< 0.

We wish to show that this remains valid up to T ∗. Thus suppose t1 > t0 to be the first time,
such that there exists ξ1 ∈Mt1 with the property

(3.21) z(t1, ξ1) = 0.

Define

(3.22) ε := cHδ−2(t1, ξ1),

then there holds

(3.23) 0 < ε < σ,

due to (3.18). From (3.17) we obtain at (t1, ξ1) that

0 ≤ −c(δ − 2)Φ′F klhrkh
r
lH

δ

− 2(Φ′F − Φ)

(
hikh

k
jh

j
i −

1

n
‖A‖2H − cδ

2
Hδ−1‖A‖2

)

+ 2Φkl,rshkl;ihrs;
j

(
hij −

1

n
Hδij −

cδ

2
Hδ−1δij

)

− 2Φ′F kl
(
hij;kh

j
i;l −

1

n
HkHl

)
+ cδ(δ − 1)Hδ−2Φ′F klHkHl.

(3.24)
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From [2, Lemma 2.3] we have at (t1, ξ1), note that w = εH2,

hikh
k
jh

j
i −

(
1

n
+ ε

)
H‖A‖2 ≥ ε

(
1

n
+ ε

)
(1−

√
n(n− 1)ε)H3

= ε
(

1−
√
n(n− 1)ε

)
‖A‖2H

> 0

(3.25)

and we have

gkl
(
hij;kh

j
i;l −

1

n
HkHl

)
=

∥∥∥∥D
(
A− 1

n
Hg

)∥∥∥∥
2

≥ 2(n− 1)

3n
‖DA‖2

≥ 2(n− 1)

n(n+ 2)
‖DH‖2,

(3.26)

cf. [2, Lemma 2.1]. In view of the concavity of F we have F ≤ H, [7, Lemma 2.2.20], and
thus from (3.24) we obtain

0 ≤ −2(Φ′F − Φ)

(
ε
(

2−
√
n(n− 1)ε

)
‖A‖2H − εδ

2
‖A‖2H

)

− ε(δ − 2)
p

p+ 1
(Φ′F − Φ)‖A‖2H

− ε(δ − 2)
p

p+ 1
(Φ′F − Φ)(F kl − gkl)hrkhrlH

+ 2HΦkl,rshkl;ihrs;
j

(
H−1hij −

1

n
δij −

εδ

2
δij

)
− 2(n− 1)

n(n+ 2)
Φ′‖DH‖2

− 2(n− 1)

3n
Φ′‖DA‖2 − 2Φ′(F kl − gkl)

(
hij;kh

j
i;l −

1

n
HkHl

)

+ εδ(δ − 1)Φ′‖DH‖2 + εδ(δ − 1)Φ′(F kl − gkl)HkHl.

(3.27)

In view of (3.18) and due to to the fact that

(3.28) ‖F kl − gkl‖ → 0,

we may without loss of generality enlarge t0 and α, such that the terms involving curvature
derivatives are absorbed by the terms

(3.29) − 2(n− 1)

n(n+ 2)
Φ′‖DH‖2 and − 2(n− 1)

3n
Φ′‖DA‖2.

In this case at (t1, ξ1) we obtain

0 ≤ −2(Φ′F − Φ)ε‖A‖2H
(
p+ 2

p+ 1
− δ−α2 − δ

2(p+ 1)

)

− ε(δ − 2)
p

p+ 1
(Φ′F − Φ)(F kl − gkl)hrkhrlH

< 0,

(3.30)

if we choose

(3.31) δ < 4 + 2p,
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α = α(p, δ) large enough and again t0 larger to ensure that the term involving ‖F kl − gkl‖
can be absorbed by the strictly negative, remaining part of the first line in (3.30). This
contradiction shows that z will remain negative up to the time T ∗, which yields the result. �

4. Oscillation decay

Let ρ+(t) denote the circumradius of Mt, i.e. the radius of the smallest ball in Rn+1 enclosing
Mt and analogously ρ−(t) the inradius of Mt, the radius of the largest ball in Rn+1 enclosed
by Mt. In this section we prove (ii) of Theorem 1.2, namely that ρ+ − ρ− converges to
zero and that we find an expanding family of geodesic spheres St with radii Rt the flow
hypersurfaces Mt fit themselves to,

(4.1) dist(Mt, St) < cR
− p2
t .

Note that the Rt represent a suitable choice of the Θ(t).

Let M̂t denote the convex body enclosed by Mt, which is well defined for large t. For an
interior point y ∈ int(Mt) let uy denote the graph representation of Mt over the standard
sphere centered in y,

(4.2) Mt = {(uy(x), x) : x ∈ Sn(y)}.
4.1. Proposition. Let x be the solution of (1.10) under Assumption 1.1, 0 < p <∞. Then
there holds

(4.3) ρ+(t)− ρ−(t) ≤ oscuyt ≤ cΘ−
p
2 (t) ∀t ∈ [0, T ∗),

where yt is a suitable oscillation minimizing center of M̂t.

Proof. First note that Θ is still an arbitrary rescaling factor as in Proposition 3.1.

From (3.13) we deduce that principal curvatures satisfy

(4.4) (κi − κj)2 ≤ cHδ ≤ cΘ−δ

for δ = 4 + p. Since for large t the Mt are strictly convex we may consider the difference of
the largest and smallest principal radius of curvature,

(4.5)

∣∣∣∣
1

κ1
− 1

κn

∣∣∣∣ =

∣∣∣∣
κn − κ1

κ1κn

∣∣∣∣ ≤ cΘ2− δ2 .

Applying [12, Thm. 1.4] we obtain

(4.6) dist(Mt, S(yt)) ≤ cΘ2− δ2 ,

from which the claim follows. Note that if a yt happens not to minimize the oscillation, we
can adjust it to do so. A simple geometric argument also shows that then the yt must lie in
the convex body M̂t. �

In order to find an optimally fitted spherical flow, we need the centers yt from Proposition
4.1 to converge.

4.2. Lemma. The centers yt from Proposition 4.1 converge in Rn+1. In particular we have

(4.7) |yt −Q| ≤ cΘ−p(t)
for the limit Q ∈ Rn+1.
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Proof. For a point q ∈ Rn+1 let

(4.8) ūq = 〈x− q, ν〉
denote the support function with respect to q. For t close to T ∗ the Mt are strictly convex
and hence we may apply a gradient estimate for convex hypersurfaces, [7, Lemma 2.7.10], to
conclude

(4.9) v ≤ eκ̄ oscuyt ,

where κ̄ is an upper for the principal curvatures of the slices {x0 = const}, which in our case
can be estimated:

(4.10) κ̄ ≤ max
Mt

1

uyt
.

Thus

(4.11) v − 1 ≤ ecκ̄Θ− p
2 − 1 ≤ cκ̄Θ−

p
2 .

Since

(4.12)
uyt
v

= ūyt ,

we obtain

(4.13) |ūyt − uyt | ≤ uyt
v − 1

v
≤ cΘ− p2

and hence

(4.14) max ūyt −min ūyt ≤ maxuyt −minuyt + cΘ−
p
2 ≤ cΘ− p2 (t).

Using that the oscillation of the support function with respect to a fixed point is decreasing,
cf. [14, Thm. 3.1], originally proved by Chow and Gulliver, [3], we obtain

(4.15) oscuyt2 ≤ osc ūyt2 ≤ osc ūyt1 ≤ cΘ
− p2 (t1) ∀t2 > t1

and since yt2 is oscillation minimizing we must have

(4.16) |yt1 − yt2 | ≤ cΘ−
p
2 (t1) ∀t2 > t1.

Letting t1 → T ∗ we obtain the limit Q and then for fixed t1 letting t2 → T ∗, we obtain the
desired estimate. �

We finish this paper by showing that the flow actually becomes close to a flow of spheres.

4.3. Theorem. Let x be the solution of (1.10) under Assumption 1.1. Then there exists a
geodesic sphere SR∗(Q), where Q is the limit from Lemma 4.2, such that the spherical leaves
St of the initial value problem

ẏ =
1

F p
ν

y(0,M) = SR∗(Q)
(4.17)

and the flow hypersurfaces Mt of the flow x satisfy

(4.18) dist(Mt, St) < cR
− p2
t ,

where Rt is the radius of St.
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Proof. In case p > 1, R∗ is determined by the requirement, that the spherical flow exists as
long as the flow x. Then for all large t we must have

(4.19) St ∩Mt 6= ∅,
compare the arguments at the end of the proof of [16, Lemma 5.1]. The result follows from
the propositions 4.1 and 4.2.

In case p ≤ 1 we need a different argument to show that there exists an expanding flow of
spheres with the property (4.19), since we have T ∗ = ∞ and R∗ is not determined clearly.
Recall (3.6), that for initial radius r the radius R of a sphere evolves according to

(4.20) R(t, r) =

(
1− p
np

t+ r1−p
) 1

1−p
,

if p < 1 and

(4.21) R(t, r) = re
t
n ,

if p = 1. We see that in any case

(4.22) Rt = R(t, ·)

is an increasing diffeomorphism from (0,∞) onto its image
((

1−p
np t

) 1
1−p ,∞

)
in case p < 1

and onto (0,∞) in case p = 1. Now let u = uQ and define sequences

(4.23) R̄k = R−1
k (supu(k, ·)),

(4.24) R̄k = R−1
k (inf u(k, ·))

and

(4.25) Rk =
1

2
(R̄k + R̄k).

By the maximum principle R̄k is non-increasing. There holds

(4.26) Skk ∩Mk 6= ∅,
where Skk denotes the spherical leave at time k, which has started with initial radius Rk.
Since in case p < 1

(4.27)
d

dr
Rk(r) =

(
1− p
np

k + r1−p
) p

1−p
r−p

and in case p = 1

(4.28)
d

dr
Rk(r) = e

k
n ,

d
drRk is uniformly bounded from below and since

(4.29) oscu→ 0,

we obtain that R̄k, R̄k and Rk all converge to the same limit R∗. We claim, that the initial
sphere SR∗ around Q leads to a spherical flow satisfying (4.19).

Otherwise there existed a time k0, such that without loss of generality

(4.30) R(k0, R
∗) < inf u(k0, ·).
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By continuity of ODE orbits with respect to initial values on compact intervals, there is
R̃ > R∗, such that

(4.31) R(k,R∗) < R(k, R̃) < inf u(k, ·) ∀k ≥ k0,

where we also used the maximum principle. Applying R−1
k we find

(4.32) R∗ < R̃ < R̄k ∀k ≥ k0,

since R−1
k is increasing with respect to r. This is a contradiction to R̄k → R∗. So the spherical

leaves of the flow with initial value SR∗(Q) intersect the Mt for all large times and due to
the oscillation estimates we obtain the desired result. �

5. Concluding remarks

The pinching estimates, Proposition 3.4, turned out to improve, whenever p becomes larger.
This fact is somehow surprising, since the evolution equation of the gradient function

(5.1) v2 = 1 + |Du|2

does not allow to apply the classical maximum principle, also compare the proof of [9,
Lemma 3.6], so one could expect that it should become harder to control oscillations. As we
have seen, however, the equation for the traceless second fundamental form serves as a way
out.

Also note that in a further work we applied a method similar to the one in section 4 to prove
that there can not be an estimate of the form

(5.2) dist(M,SR) ≤ c‖Å‖α, α > 1,

in the class of uniformly convex hypersurfaces with a universal constant. The idea is that
otherwise we could use a similar proof as in section 4 to prove asymptotical roundness of the
inverse mean curvature flow in the hyperbolic space, which has shown not to be true in [10].
See [15] for a preprint version and a detailed description of this result.

References

1. Ben Andrews, Gauss curvature flow: the fate of the rolling stones, Invent. Math. 138 (1999), no. 1,

151–161.
2. Ben Andrews and James McCoy, Convex hypersurfaces with pinched principal curvatures and flow of

convex hypersurfaces by high powers of curvature, Trans. Am. Math. Soc. 364 (2012), no. 7, 3427–3447.

3. Bennett Chow and Robert Gulliver, Aleksandrov reflection and nonlinear evolution equations, i: The
n-sphere and n-ball, Calc. Var. Partial Differ. Equ. 4 (1996), no. 3, 249–264.

4. Bennett Chow and Dong-Ho Tsai, Expansion of convex hypersurfaces by nonhomogeneous functions of

curvature, Asian J. Math. 1 (1997), no. 4, 769–784.
5. , Nonhomogeneous Gauss curvature flows, Indiana Univ. Math. J. 47 (1998), no. 3, 965–994.

6. Claus Gerhardt, Flow of nonconvex hypersurfaces into spheres, J. Differ. Geom. 32 (1990), no. 1, 299–
314.

7. , Curvature problems, Series in Geometry and Topology, vol. 39, International Press of Boston

Inc., 2006.
8. , Inverse curvature flows in hyperbolic space, J. Differ. Geom. 89 (2011), no. 3, 487–527.

9. , Non-scale-invariant inverse curvature flows in Euclidean space, Calc. Var. Partial Differ. Equ.

49 (2014), no. 1-2, 471–489.
10. Pei-Ken Hung and Mu Tao Wang, Inverse mean curvature flows in the hyperbolic 3-space revisited, Calc.

Var. Partial Differ. Equ. (2014), DOI:10.1007/s00526-014-0780-3.
11. Nina Ivochkina, Thomas Nehring, and Friedrich Tomi, Evolution of starshaped hypersurfaces by nonho-

mogeneous curvature functions, Algebra i Anal. 12 (2000), no. 1, 185–203.

APPENDIX A2. ASYMPTOTICS FOR INVERSE CURVATURE FLOWS

58



12. Kurt Leichtweiß, Nearly umbilical ovaloids in the n-space are close to spheres, Result. Math. 36 (1999),
no. 1-2, 102–109.

13. Qi-Rui Li, Surfaces expanding by the power of the Gauss curvature flow, Proc. Amer. Math. Soc. 138
(2010), no. 11, 4089–4102.

14. James McCoy, The surface area preserving mean curvature flow, Asian J. Math. 7 (2003), no. 1, 7–30.

15. Julien Roth and Julian Scheuer, Explicit rigidity of almost-umbilical hypersurfaces, preprint available at
arxiv:1504.05749, 2015.
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EXPLICIT RIGIDITY OF ALMOST-UMBILICAL HYPERSURFACES

JULIEN ROTH AND JULIAN SCHEUER

Abstract. We give an explicit estimate of the distance of a closed, connected, oriented

and immersed hypersurface of a space form to a geodesic sphere and show that the
spherical closeness can be controlled by a power of an integral norm of the traceless

second fundamental form, whenever the latter is sufficiently small. Furthermore we use

the inverse mean curvature flow in the hyperbolic space to deduce the best possible order
of decay in the class of C∞-bounded hypersurfaces of the Euclidean space.

1. Introduction

In this paper we prove two stability theorems of almost-umbilicity type, which give an answer
to a question raised in [13] and thereby partially improve [9, Thm. 1.3, Thm. 1.4]. Further-
more we use a recent counterexample for the inverse mean curvature flow in the hyperbolic
space, cf. [10], to provide a new counterexample for spherical closeness estimates.

Let us shortly introduce the relevant notation. For an oriented hypersurface of a Riemannian
manifold, Mn ↪→ Nn+1, g denotes its induced metric, |M | its surface area, A its second

fundamental form, Å the traceless part of A,

(1.1) Å = A−Hg,
xM the center of mass of M and dH the Hausdorff distance of sets.

For a tensor field (T j1...jli1...ik
) on M, we define its Lp-norm to be

(1.2) ‖T‖p =

(
ˆ

M

|T j1...jli1...ik
T i1...ikj1...jl

| p2
) 1
p

,

where indices are raised or lowered with the help of g. Let us formulate our first main
result.

1.1. Theorem. Let M ↪→ Rn+1 be a closed, connected, oriented and immersed C2-hypersurface
with |M | = 1. Let p > n ≥ 2. Then there exist constants c, ε0 > 0 depending on n, p and
‖A‖p, as well as a constant α = α(n, p), such that whenever there holds

(1.3) ‖Å‖p < ‖H‖pε0,
then

(1.4) dH(M,SR(xM )) ≤ cαR

‖H‖αp
‖Å‖αp ≡ Rεα

and M is εα-quasi-isometric to a sphere SR with a certain radius R.

Date: January 30, 2018.
1991 Mathematics Subject Classification. 53C20, 53C21, 53C24, 58C40.

Key words and phrases. Pinching, Almost-umbilical hypersurfaces, Inverse mean curvature flow.
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1.2. Remark. (i) By εα-quasi-isometric we mean that a suitable diffeomorphism F from M
into SR satisfies

(1.5) |d(F (x1), F (x2))− d(x1, x2)| 6 Rεα

for any x1, x2 ∈M.

(ii) The radius R can be expressed in terms of ‖H‖p, compare [15, Cor. 4.6].

(iii) The assumption |M | = 1 is only for simplification. By scaling it is easy to obtain a
scale-invariant version for arbitrary volume.

In Section 3 we generalize this theorem to conformally flat ambient spaces.

The history of the problem to control the closeness to a sphere by curvature quantities is
quite long, starting from the well known Nabelpunktsatz. We refer to the bibliography in
[13] for a quite detailed overview. Let us only mention several results which have appeared
recently. For surfaces, n = 2, a quite straightforward calculation due to Andrews yields an
explicit C0-estimate for convex hypersurfaces, cf. [1, Prop. 4, Lemma 5],

(1.6)

∣∣∣∣〈x− q, ν〉 −
1

8π

ˆ

M

H

∣∣∣∣ ≤ C|M |‖Å‖∞,

where x is the embedding vector and q is the Steiner point. In Section 4 we use the inverse
mean curvature flow (IMCF) in the hyperbolic space to prove that the power on the right-

hand side of (1.6) can not be improved to ‖Å‖α∞, α > 1, which is in turn then not possible
either in Theorem 1.1. The latter proof relies on a recent example due to Hung and Wang,
[10, Thm. 1, Prop. 5], that the convergence after rescaling in the IMCF can not be too fast
in the hyperbolic space.

For strictly convex hypersurfaces of Rn+1 there is the following estimate of circumradius R
minus inradius r due to Leichtweiß, cf. [11, Thm. 1.4, eq. (38)]:

(1.7) R− r ≤ cn max
x∈M

(Rn(x)−R1(x)),

where R1 ≤ · · · ≤ Rn are the ordered radii of curvature. Theorem 1.1 deals with estimates
in dependence of integral pinching. For the case n = 2, an estimate similar to (1.4) with a
better constant was obtained by De Lellis and Müller, cf. [4]

In [13, Cor. 1.2] Perez derived a qualitative solution and obtained under certain assumptions,
for given ε > 0, a δ > 0, such that

(1.8) ‖Å‖p < δ

implies

(1.9) dH(M,Sr0(x)) < ε.

In [13, p. xvi] the author posed the derivation of an explicit δ as a question of interest.

Note that in (1.4) we did not achieve a constant independent of the size of the curvature
itself. The constant is only uniform in the class of hypersurfaces with a fixed bound on the
curvature of the hypersurface.

The following theorem, due to Grosjean and the first author, [9, Thm. 1.4], already provides
this conclusion, however only with the additional assumption of smallness of the oscillation
of the mean curvature itself:
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1.3. Theorem. [9, Thm. 1.4]
Let (Mn, g) be a compact, connected and oriented n-dimensional Riemannian manifold with-
out boundary isometrically immersed by φ in Rn+1. Let ε < 1, r, q > n, s ≥ r and c > 0.
Let us assume that |M | 1n ‖H‖q ≤ c. Then there exist positive constants C = C(n, q, c),
α = α(q, n), such that if εα ≤ 1

C ,

(1.10) ‖Å‖r ≤ ‖H‖rε

and

(1.11) ‖H2 − ‖H‖2s‖ r2 ≤ ‖H‖
2
rε,

then M is εα-Hausdorff close to S 1
‖H‖2

(xM ). Moreover if |M | 1n ‖A‖q ≤ c, then M is diffeo-

morphic and εα-quasi-isometric to S 1
‖H‖2

(xM ).

Note that in this theorem, Lp-norms are defined slightly different, namely such that the
Lp-norms of scale-invariant functions are scale-invariant. Our notation corresponds to the
one in [13]. This ambiguity does not cause any problems, since we prove Theorem 1.1 for
|M | = 1. Also note the typo in [9, Thm. 1.4], where the α is missing in the conclusion.

In [14, Thm. 3.1], which also covers other ambient spaces, (1.11) was replaced by an assump-
tion on the gradient of H. However, with the help of the following theorem due to Perez it
is possible to get rid of (1.11) completely.

1.4. Theorem. [13, Thm. 1.1]
Let p > n ≥ 2 and c0 > 0 be given. Then there is a constant C > 0, depending only on n, p
and c0, such that:
If Σ ⊂ Rn+1 is a smooth, closed and connected n-dimensional hypersurface with

(1.12) |Σ| = 1

and

(1.13) ‖A‖p ≤ c0,

then

(1.14) min
λ∈R
‖A− λg‖p ≤ C‖Å‖p.

The proof of Theorem 1.1 is a combination of Theorem 1.3 and Theorem 1.4.

2. Proofs of Theorem 1.1

Proof no. 1: Without loss of generality we may suppose that M is of class C∞, since both
sides of the inequality are continuous with respect to the C2-norm and hence the general
result can then be achieved by approximation.

Using Theorem 1.4, we obtain a λ0 ∈ R, such that

(2.1) ‖A− λ0g‖p ≤ C ′‖Å‖p,
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where C ′ = C ′(n, p, ‖A‖p). Let us calculate

(2.2)

‖H2 − ‖H‖2p‖ p2 ≤ ‖H
2 − λ2

0‖ p2 + ‖λ2
0 − ‖H‖2p‖ p2

=

(
ˆ

M

|H − λ0|
p
2 |H + λ0|

p
2

) 2
p

+ |λ2
0 − ‖H‖2p|

≤ 2(‖H‖p + |λ0|)‖H − λ0‖p
≤ cn(‖H‖p + |λ0|)‖A− λ0g‖p
≤ c′‖H‖p‖Å‖p,

where c′ = c′(n, p, ‖A‖p). The last inequality is due to the fact that

(2.3) |λ0 − ‖H‖p| ≤ c′′‖Å‖p.

Defining

(2.4) c = max(1, c′),

(2.5) ε =
c‖Å‖p
‖H‖p

,

and

(2.6)
ε0 :=

min
(

1, C−
1
α

)

2c

then by (1.3),

(2.7) ε ≤ cε0 =
1

2
min

(
1, C−

1
α

)
,

where α and C are the constants from Theorem 1.3. Furthermore we have

(2.8) ‖Å‖p ≤ ‖H‖pε
and

(2.9) ‖H2 − ‖H‖2p‖ p2 ≤ ‖H‖
2
pε.

Thus we may apply Theorem 1.3 to conclude that M is εα-close to a sphere.

The proof of the theorem we applied here, Theorem 1.3, relies on a pinching result for the
first eigenvalue which was proven in [9] for a much more general class of ambient spaces.
Thus it might not be easily accessible from our point of view. For convenience we want to
repeat their main steps of the proof of this theorem in our Euclidean setting, see [9, p. 487]
for the original one. For this purpose we use a recent pinching result for the first eigenvalue
of the Laplace operator by both of the authors, cf. [15, Thm. 1.1]. This, and also the original
proof in [9], uses the fact that pinching of the Ricci tensor can be controlled by pinching of
the traceless second fundamental form. Then we apply an eigenvalue pinching result due to
Aubry, which was proved in [2, Prop. 1.5] and can also be found in [3, Thm. 1.6]. It says
that for p > n/2, a complete Riemannian manifold (Mn, g) with

(2.10)
1

|M |

ˆ

M

(Ric− (n− 1))p− <
1

C(p, n)
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is compact and satisfies

(2.11) λ1 > n
(

1− C(n, p)

(
1

|M |

ˆ

M

(Ric− (n− 1))p−

) 1
p

)
,

where Ric denotes the smallest eigenvalue of the Ricci tensor and

(2.12) x− = max(0,−x).

Proof no. 2: Due to the Gauss equation and a simple calculation we obtain a formula for
the Ricci tensor in terms of the second fundamental form, namely we obtain

(2.13) Rij − (n− 1)H2gij = (n− 2)H(hij −Hgij)− (hik −Hgik)(hkj −Hδkj ).

Thus

(2.14)
‖Ric− (n− 1)‖H‖2pg‖ p2 ≤ c‖H‖p‖Å‖p + c‖Å‖2p

2
+ ‖H2 − ‖H‖2p‖ p2

≤ c‖H‖p‖Å‖p,
where we used (2.2) and c = c(n, p, ‖A‖p). Using a scaled version of Aubry’s eigenvalue
estimate we obtain the existence of a constant ε0 = ε0(n, p, ‖A‖p), such that

(2.15) ‖Å‖p ≤ ε0‖H‖p
implies

(2.16)

λ1 ≥ n
(
‖H‖2p − c‖Ric− (n− 1)‖H‖2pg‖ p2

)

≥ n‖H‖2p − c‖H‖2p
‖Å‖p
‖H‖p

≥
(

1− c ‖Å‖p‖H‖p

)
n‖H‖2p.

Now we can apply the abstract eigenvalue pinching result [15, Thm. 2], applied to the tensors
S = T = id .

3. Generalization to conformally flat manifolds

Using that the property of a hypersurface to be totally umbilic is invariant with respect to
a conformal change of the ambient metric, we easily obtain the following generalization to
conformally flat manifolds, which in particular include the half-sphere and the hyperbolic
space and improves the εα-proximity statement in [9, Thm. 1.3] in the sense that it removes
an assumption similar to (1.11).

3.1. Theorem. Let Ω ⊂ Rn+1 be open and let Nn+1 = (Ω, ḡ) be a conformally flat Rie-
mannian manifold, i.e.

(3.1) ḡ = e2ψ g̃,

where g̃ is the Euclidean metric and ψ ∈ C∞(Ω). Let Mn ↪→ Nn+1 be a closed, connected,
oriented and immersed C2-hypersurface. Let p > n ≥ 2. Then there exist constants c and
ε0, depending on n, p, |M |, ‖Ã‖p and ‖ψ‖∞,M , as well as a constant α = α(n, p), such that
whenever there holds

(3.2) ‖Å‖p ≤ ‖H̃‖pε0,
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there also holds

(3.3) dH(M,SR) ≤ cR

‖H̃‖αp
‖Å‖αp ,

where SR is the image of a Euclidean sphere considered as a hypersurface in Nn+1, ‖Ã‖p
and ‖H̃‖p are the corresponding Euclidean quantities and the Hausdorff distance is measured
with respect to the metric ḡ.

3.2. Remark. Since in conformally flat spaces the scaling behaviour of the second fundamental
form with respect to homotheties heavily depends on the nature of the ambient space, in this
case there seems to be no way to give a general scale invariant estimate. This is the reason
why this closeness estimate is only uniformly valid in the class of C2-bounded hypersurfaces.

Furthermore note that for example in all simply connected space forms the hypersurface
SR is actually a geodesic sphere. This follows from the fact that in those spaces totally
umbilical hypersurfaces are spheres and total umbilicity invariant with respect to confor-
mal transformations of the ambient space, as will be apparent from the following proof of
Theorem 3.1.

Thus Theorem 3.1 gives an explicit spherical closeness estimate of almost-umbilical hyper-
surfaces in the hyperbolic space as well as in the half-sphere of constant positive sectional
curvature.

Proof. Under a conformal relation of the metrics as in (3.1) the corresponding induced
geometric quantities of the the embedded hypersurface M are related as follows.

(3.4) gij = e2ψ g̃ij

and

(3.5) hije
−ψ = h̃ij + ψβ ν̃

β g̃ij ,

where ν̃ is the normal to M. Those formulae can be found in [7, Prop. 1.1.11]. Hence

(3.6) hij −Hgij = eψ(h̃ij − H̃g̃ij)
and hence

(3.7) c‖ ˚̃A‖p ≤ ‖Å‖p ≤ C‖ ˚̃A‖p,
where the constants depend on ‖ψ‖∞,M . Since the Euclidean and the conformal Hausdorff
distances are equivalent whenever |ψ| is bounded, we obtain the result after applying Theo-
rem 1.1. �

Due to a well known interpolation theorem for convex hypersurfaces of Riemannian manifolds
we obtain the following gradient stability estimate in space forms.

3.3. Corollary. Let Nn+1 be the Euclidean space, the hyperbolic space or the sphere. Let M
as in Theorem 3.1 be additionally strictly convex, where we also assume that ḡ is given in
geodesic polar coordinates

(3.8) ḡ = dr2 + ϑ2(r)σijdx
idxj ≡ dr2 + ḡijdx

idxj

with suitable ϑ depending on the space form. Let p > n. Then there exist constants c and ε0
depending on n, p, |M |, ‖Ã‖p and ‖ψ‖∞, as well as a constant α = α(p, n), such that

(3.9) ‖Å‖p ≤ ‖H̃‖pε0
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implies

(3.10) v =
√

1 + ḡijuiuj ≤ e
cR
‖H̃‖αp

‖Å‖αp
,

where

(3.11) M = {(x0, xi) : x0 = u(xi), (xi) ∈ S0}
is a suitable graph representation over a geodesic sphere S0 ↪→ Nn+1 and (ḡij) is the inverse
of (ḡij).

Proof. It is well known that a strictly convex hypersurface of Sn+1 is contained in an open
hemisphere, cf. [5] for the smooth case and also [12, Cor. 1.2] for the C2-case. Thus M is
covered by a conformally flat coordinate system as in Theorem 3.1, which is thus applicable.
Let S0 be the corresponding sphere with center xM , then we can write M as a graph over
S0 due to the strict convexity. Thus we may apply the well-known interpolation estimate

(3.12) v ≤ eκ̄ oscu,

cf. [7, Thm. 2.7.10], where

(3.13) oscu = maxu−minu

and where κ̄ is a lower bound for the principal curvatures of the coordinate slices {r = const}.
The latter, however, only depends on ‖ψ‖∞ as well. �

4. An optimality result

We prove the optimality of the estimate (1.6) in the sense that there is no hope to derive a
uniform estimate of the form

(4.1) dH(M,SR(x0)) ≤ c‖Å‖α∞, α > 1,

in the class of uniformly C∞-bounded hypersurfaces M. To be precise, for α > 1 we get
the following negation of (4.1) in the class of uniformly convex hypersurfaces and for all
n ≥ 2.

4.1. Theorem. Let n ≥ 2 and C = 2 max(|S2(0)|, ‖ĀS2‖∞). For all α > 1 and for all k ∈ N
there exists a uniformly convex smooth hypersurface Mk ↪→ Rn+1 with

(4.2) max(‖Ak‖∞, |Mk|) ≤ C,
such that

(4.3) ‖Åk‖∞ <
1

k

and for all spheres S ⊂ Rn+1 there holds

(4.4) dH(Mk, S) > k‖Åk‖α∞.
Here ĀS2

denotes the second fundamental form of the sphere with radius 2.

In a recent paper, Drach gave a counterexample to an improved spherical closeness estimate
in the class of C1,1 hypersurfaces, namely a special spindle shaped hypersurface, cf. the
construction at the beginning of [6, Sec. 2] and also compare cf. [6, Thm. 1]. However,
since we consider (1.4) in the space of at least C2-hypersurfaces, we need to find a different
contradiction to (4.1). This contradiction is deduced along the inverse mean curvature flow
in the hyperbolic space.
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Before we prove Theorem 4.1, let us for convenience recall the relevant facts about the inverse
mean curvature flow in the hyperbolic space Hn+1. There one considers a time parameter
family of embeddings of closed, starshaped and mean-convex hypersurfaces

(4.5) x : [0, T ∗)×M ↪→ Hn+1,

which solves

(4.6) ẋ =
1

H
ν,

where H = gijhij and ν is the outward unit normal to Mt = x(t,M). Note that we have
switched the notation of H in this context due to a better comparability with the literature.
It is known, cf. [8, Lemma 3.2], that for an initial starshaped and mean-convex hypersurface
M0 the flow exists for all times and all the flow hypersurfaces can be written as a graph over
a fixed geodesic sphere S0,

(4.7) Mt = {(x0, xi) : x0(t, ξ) = u(t, xi(t, ξ))},
where u describes the radial distance to the center of S0. In [8, Thm. 1.2] Gerhardt claimed
to have shown convergence of the rescaled hypersurfaces

(4.8) M̂t = graph û ≡ graph

(
u− t

n

)

to a geodesic sphere. However, as was pointed out in [10, Thm. 1] with the help of a concrete
counterexample, the limit function of û is not constant in general. In particular the authors
proved that there is a starshaped and mean-convex initial hypersurface M0, such that the
limit hypersurface is not of constant curvature, in particular not a geodesic sphere. However,
there is a smooth limit function to which the M̂t converge smoothly, compare the proof of
[8, Thm. 6.11] and also compare [16, Thm. 1.2].

In order to relate the convergence results of the IMCF in the hyperbolic space with the
rigidity estimate (1.4) in the Euclidean space, we have to look at the hyperbolic flow in the
conformally flat model. In [8] the Poincaré ball model in the ball of radius 2 was considered.
Let r denote the geodesic distance to the center of S0 in Hn+1, then the by the coordinate
change

(4.9) ρ = 2− 4

er + 1

the representation of the hyperbolic metric transforms like

(4.10) ḡ = dr2 + sinh2(r)σijdx
idxj =

1
(
1− 1

4ρ
2
)2 (dρ2 + ρ2σijdx

idxj) ≡ e2ψ g̃,

where σij is the standard round metric of the sphere S0. Then the convergence

(4.11) u− t

n
→ û∞

in the original coordinates is equivalent to the convergence of

(4.12) (2− w)e
t
n → ŵ∞,

where

(4.13) w = 2− 4

eu + 1

and where ŵ∞ is a strictly positive function due to [8, Lemma 3.1].
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The proof of Theorem 4.1 is very similar to the proof of a corresponding positive result in this
direction by the second author. In [17] he proved that due to a strong decay of the traceless
second fundamental form along the IMCF in Rn+1 we indeed obtain spherical roundness in
this case without rescaling. The idea how to obtain a negative result in the hyperbolic space
is that if we could improve the spherical closeness, then we could mimic the proof in [17]
to deduce a roundness result in Hn+1, which is not possible in view of Hung’s and Wang’s
paper.

The idea of the proof of Theorem 4.1 goes as follows: The estimate in (4.12) provides
closeness of the flow hypersurfaces to the sphere of radius 2 in the ball model. The order
of the closeness is e−

t
n . The traceless second fundamental form decays correspondingly, as

we will point in more detail later in the proof. But if we had this additional exponent α
in the spherical closeness estimate, we could even deduce better spherical closeness (to a
sphere different from S2) than we have in (4.12) and then we would be able to translate this
to a spherical closeness in the hyperbolic space. This would in turn yield a contradiction
to Hung’s and Wang’s result. Now let us prove Theorem 4.1 in detail. First we need some
helpful notation and an auxiliary result.

4.2. Definition. (i) Let N be either the Euclidean space, the hyperbolic space or an open
hemisphere. For a starshaped hypersurface M ↪→ N, let M∗ be the set of points in N, with
respect to which M is starshaped.

(ii) For a starshaped hypersurface M ↪→ N let p ∈M∗. Then for the graph representation

(4.14) M = {(r, xi) : r = u(xi), (xi) ∈ Sp},
by

(4.15) oscp u = max
x∈Sp

u(x)− min
x∈Sp

u(x)

we denote the oscillation of the geodesic distance of the point (u, xi) to the point p. Here Sp
denotes a geodesic sphere around p.

By a simple argument we obtain the following alternative for a general expanding sequence
of hypersurfaces with controlled oscillation.

4.3. Lemma. Let N be as in Definition 4.2 and Mt ↪→ N, 0 ≤ t ∈ R, be a family of
starshaped hypersurfaces such that

(4.16) M∗t ⊂M∗s ∀s ≥ t
and such that for each τ0 ≥ 0 and p ∈M∗τ0 there exists a constant c, such that for all t0 ≥ τ0,
(4.17) oscp ut ≤ c oscp ut0 ∀t ≥ t0.
Then for fixed p, oscp ut does not have zero as a limit value for t→∞ unless

(4.18) oscp ut → 0, t→∞.

Proof. For given ε > 0, if zero is a limit point, we may choose t0, such that

(4.19) oscp ut0 ≤
ε

c
,

then

(4.20) oscp ut ≤ c oscp ut0 ≤ ε ∀t ≥ t0.
�
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Now we can prove Theorem 4.1.

Proof. Assume the contrary, i.e. that there exists α > 1 and k ∈ N, such that for all
uniformly convex hypersurfaces M̃ ↪→ Rn+1 with

(4.21) max(|M̃ |, ‖Ã‖∞) ≤ C
we have that

(4.22) ‖ ˚̃A‖∞ <
1

k
implies

(4.23) d̃H(M̃, S̃) ≤ k‖ ˚̃A‖α∞
for some suitable sphere S̃ ⊂ Rn+1, where the Hausdorff distance is measured with respect
to the Euclidean metric. According to [10, Thm. 1] for n = 2 and [10, Sec. 4] for n ≥ 3
there exists a starshaped and mean-convex hypersurface M0 ↪→ Hn+1, such that for no graph
representation

(4.24) Mt = graph u

the rescaled IMCF flow hypersurfaces

(4.25) M̂t = graph

(
u− t

n

)
≡ graph û

converge to a geodesic sphere. However, for each graph representation, we obtain smooth
convergence of

(4.26) û→ û∞.

In [16, Thm. 1.2 (2)] it is deduced that

(4.27) ‖Å‖∞ ≤ ce−
2t
n ,

where c = c(n,M0). Now fix a graph representation around p ∈ M∗0 . From (3.6) we obtain
that the corresponding Euclidean traceless part decays like

(4.28) ‖ ˚̃A‖∞ = ‖eψÅ‖∞ ≤ eψmaxe
− 2t
n ,

where

(4.29) eψmax =
1(

1− 1
4w

2
max

)

with w as in (4.13) and

(4.30) wmax = max
x∈Sp

w(x).

Due to (4.12) we obtain

(4.31) ‖ ˚̃A‖∞ ≤ ce−
t
n

and due to the C∞-convergence of w → 2, we are in the situation to apply our assumption
and obtain (4.23), whenever t is large enough. We obtain a sequence of spheres S̃R̃t ⊂ Rn+1,
such that

(4.32) d̃H(M̃t, S̃R̃t) ≤ ce
−αn t.

Due to (4.12) we even have

(4.33) S̃R̃t ⊂ B2(0),
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for large times t.

Now let us switch back to the hyperbolic space. The spheres S̃R̃t are geodesic spheres in

Hn+1 as well since total umbilicity is preserved under a conformal transformation and in the
Euclidean space as well as in the hyperbolic space for closed and embedded hypersurfaces
total umbilicity is tantamount to being a geodesic sphere. We denote these spheres in Hn+1

by SRt . For the corresponding hyperbolic Hausdorff distance we deduce

(4.34) dH(Mt, SRt) ≤ eψmaxd̃H(M̃t, S̃R̃t) ≤ ce
1−α
n t,

which converges to 0 as t→∞.
Since the inradius of the Mt converges to infinity and for large t the Mt are strictly convex,
for each δ > 0 we find t0 > 0, such that

(4.35) B̄δ(p) ⊂M∗t0 ⊂M∗t ∀t ≥ t0,
where the latter inclusion is due to the fact that starshapedness around a given point is
preserved. According to [16, Prop. 3.2, Lemma 3.5], there holds for the oscillation of u that
for all τ0, all q ∈M∗τ0 and all t0 ≥ τ0 we have

(4.36) oscq u(t, ·) ≤ c oscq u(t0, ·) ∀t ≥ t0,

where c depends on n and on a lower bound on the minimal distance of q to Mτ0 . So in
particular, if we choose

(4.37) δ = c oscp u(0, ·),

we find that the oscillation of each Mt is minimized within the set B̄δ(p) :

(4.38) argmin
q∈M∗t

oscq u(t, ·) ∈ B̄δ(p) ∀t ≥ t0,

because outside B̄δ(p) the oscillation is already larger than it is with respect to p.

Due to (4.34) we obtain

(4.39) oscqt u(t, ·) = min
q∈B̄δ(p)

oscq u(t, ·) ≤ ce 1−α
n t ∀t ≥ t0.

Let tk be a sequence of times with tk →∞. Due to the compactness of B̄δ(p) a subsequence
of center points converges,

(4.40) qtk ≡ qk → q ∈ B̄δ(p),
where we did not rename the index of the sequence. Since

(4.41) | oscqk u(tk, ·)− oscq u(tk, ·)| ≤ 2 dist(qk, q) ∀k ∈ N,

we obtain in view of (4.39),

(4.42) oscq u(tk, ·)→ 0, k →∞.

In view of (4.36) and the preservation of starshapedness along IMCF the assumptions of
Lemma 4.3 are fulfilled. Applying Lemma 4.3, we obtain that

(4.43) oscq u(t, ·)→ 0,

in contradiction to the choice of the initial hypersurface. �
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4.4. Remark. Note that in turn of the proof we even have shown that for given α > 1 and
k ∈ N as in Theorem 4.1, such a counterexample Mk satisfying (4.3) and (4.4) must actually
occur along the inverse mean curvature flow in the conformally flat version of the IMCF in
Hn+1. We only used our contrary assumption within this class of flow hypersurfaces.

5. Concluding remark

We would like to point out that the techniques in Theorem 4 might be useful in other
situations. Whenever one would like to estimate the closeness to a sphere in comparison with
another geometric quantity, e.g. in comparison with eigenvalue pinching of the Laplacian or
also in almost-Schur/almost-CMC type estimates, one could determine how this particular
geometric quantity behaves along the IMCF and then determine the best possible roundness
estimate using the IMCF in Hn+1. It should often be quite straightforward to derive the best
possible decay estimate.
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INVERSE CURVATURE FLOWS IN RIEMANNIAN WARPED

PRODUCTS

JULIAN SCHEUER

Abstract. The long-time existence and umbilicity estimates for compact, graphical so-

lutions to expanding curvature flows are deduced in Riemannian warped products of a
real interval with a compact fibre. Notably we do not assume the ambient manifold to be

rotationally symmetric, nor the radial curvature to converge, nor a lower bound on the

ambient sectional curvature. The inverse speeds are given by powers p ≤ 1 of a curvature
function satisfying few common properties.

1. Introduction

This paper deals with expanding curvature flows of the form

(1.1) ẋ =
1

F p
ν, 0 < p ≤ 1,

where

x : [0, T ∗)×Mn → Nn+1, n ≥ 2,

is a family of embeddings of a smooth, orientable, compact manifold Mn and N = Nn+1 is
a product

N = (R0,∞)× S0

with metric

ḡ = dr2 + ϑ2(r)σ.

Here ϑ ∈ C∞((R0,∞)) satisfies ϑ′ > 0, ϑ′′ ≥ 0 and (S0, σ) is a compact Riemannian
manifold. In (1.1), F is a function evaluated at the Weingarten operator W of the flow
hypersurfaces Mt = x(t,M) at the respective point x and ν is the outward pointing normal,
i.e.

ḡ(ν, ∂r) > 0.

The detailed assumptions on the curvature function F and on N are the following.

1.1. Assumption. Let Γ ⊂ Rn be an open, symmetric and convex cone containing the
positive cone

Γ+ = {(κi) ∈ Rn : κi > 0 ∀1 ≤ i ≤ n}
and suppose f ∈ C∞(Γ) is a positive, symmetric, strictly monotone, 1-homogeneous and
concave function with

f(1, . . . , 1) = n, f|∂Γ = 0

and associated curvature function F = F (W), cf. section 2.2.
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Particular examples of curvature functions satisfying these assumptions are roots or quo-
tients of elementary symmetric polynomials,

F = nH
1
k

k , F = n
Hk+1

Hk

and many more, cf. [4].
In order to obtain good asymptotics we will make the following assumption on the warping

function. This assumption will not be needed for the long-time existence.

1.2. Assumption. Assume the warping function ϑ ∈ C∞((R0,∞)) to satisfy

lim sup
r→∞

ϑ′′ϑ
ϑ′2

<∞ and lim sup
r→∞

ϑ′′(r)>0

ϑ′′′ϑ
ϑ′ϑ′′

<∞.

In the following theorem R̂c denotes the smallest eigenvalue of the Ricci tensor of σ and
Hk denotes the curvature function determined by the k-th normalized elementary symmetric
polynomial of the principal curvatures, compare section 2.2 for further information. In this
paper we aim to prove the following theorem.

1.3. Theorem. Let (S0, σ) be a smooth, compact and orientable Riemannian manifold of
dimension n ≥ 2, R0 > 0, N = (R0,∞)× S0 and define a warped product metric on N ,

ḡ = dr2 + ϑ2(r)σ,

with ϑ ∈ C∞((R0,∞)), ϑ′′ ≥ 0 and ϑ′ > 0. Let 0 < p ≤ 1 and F satisfy Assumption 1.1.
Let

x0 : M ↪→ N

be the embedding of a hypersurface M0, which is graphical over S0, i.e. there exists u ∈
C∞(S0, (R0,∞)) such that

M0 = {(u(y), y) : y ∈ S0},
and such that all its n-tuples of principal curvatures belong to Γ.

(i) Assume either of the following properties to hold:

(a) σ has non-negative sectional curvature.

(b) F = n
Hk+1

Hk
, 0 ≤ k ≤ n− 1.

Then there exists a unique immortal solution

x : [0,∞)×M → N

of

(1.2)
ẋ =

1

F p
ν

x(0, ·) = x0,

which is also graphical over S0, i.e. 〈ν, ∂r〉 > 0.
(ii) Assume σ has non-negative sectional curvature and each of the following properties:

(A) Assumption 1.2 holds.

(B) sup
r>0

ϑ′(r) <∞ and p = 1 ⇒ R̂c > 0 and F = n
Hk+1

Hk
, 0 ≤ k ≤ n− 1.

(C) sup
r>0

ϑ′(r) =∞ and p = 1 ⇒ lim inf
r→∞

ϑ′′ϑ
ϑ′2

> 0.
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Then the flow hypersurfaces become umbilical with the rate

(1.3)

∣∣∣∣hij −
ϑ′

ϑ
δij

∣∣∣∣ ≤ ct
ϑ′1−p(p+1)

ϑ
,

where the t-factor may be dropped in case p < 1 or bounded ϑ′ and may even be replaced
by e−αt for some positive α if ϑ′ is bounded and p = 1.

Let us make some remarks on the technical assumptions made in Theorem 1.3.

1.4. Remark. (i) The assumptions in statement (i) of Theorem 1.3 are optimal in the sense,
that for example in a spherical ambient space with ϑ′′ < 0 the inverse mean curvature
flow only exists for a finite time, cf. [26, 51] and for p > 1 the maximal existence is
finite if N = Rn+1, cf. [25].

(ii) The assumption on the sectional curvature of σ can be relaxed. The crucial point,
where we use this assumption is in the first gradient estimates, especially in estimate

(3.3), where we throw away the term involving R̂m, if F is general. However, under
a further suitable technical assumption we could also absorb it into the first line of
this equation. For the special case of the inverse mean curvature flow in the Reissner-
Nordström manifolds this has been accomplished in the recent preprint [9]. However,
in order to avoid too many technical assumptions, we will not improve the main result
in this direction here, except that we prove the long-time existence in general, provided
that F is a quotient of the Hk. For the IMCF this was also accomplished in [43, 71].

(iii) The rates of convergence in this theorem can be improved, if the ambient sectional
curvatures approach each other at infinity. Such results have been accomplished for
example in [10, 49, 60] in case p = 1 and in [58] in case p < 1 in the hyperbolic
space. Since the main aim of this work is to deal with spaces in which the limits of the
quantities in Assumption 1.2 do not exist (if σ is the round metric this implies that
N is not asymptotically a spaceform), we will not pursue these optimal estimates here
and stick to the best we could accomplish in general ambient spaces. To the best of my
knowledge, the only result in such general spaces is the analogous result for the inverse
mean curvature flow proven in [60].

(iv) The question, whether (1.3) implies that the flow hypersurfaces do become almost
umbilical, depends on the ambient space N and on p. However, if p = 1, the analysis
in [60, Prop. 3.1] implies that ϑ grows exponentially. Hence in this case we obtain

exponential decay of W − ϑ′

ϑ id.
(v) In case p = 1, the gradient decay estimates obtained in Lemma 4.8 are optimal even

if the ambient space is asymptotically a spaceform. Compare the explanation in [60,
Rem. 1.5].

(vi) In case p = 1 the estimate (1.3) turned out to be strong enough to obtain geometric
inequalities, for example in [5, 21, 50, 67]. We are optimistic that Theorem 1.3 will be
helpful with such applications as well.

The motivation to analyse the behaviour of inverse curvature flows has mostly been driven
by their power to deduce geometric inequalities for hypersurfaces. The most prominent
example is the proof of the Riemannian Penrose inequality due to Huisken/Ilmanen [33],
building on the observation made by Geroch [27] and Jang/Wald [38] that the Hawking mass
of a connected surface is non-decreasing under the inverse mean curvature flow (IMCF) with
F = H and p = 1, if the ambient scalar curvature is non-negative. Since for general initial
data the IMCF may develop singularities, Huisken and Ilmanen defined a notion of a weak
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solution for this flow, maintaining the Geroch monotonicity. This enabled them to prove the
Riemannian Penrose inequality. For a short outline of their procedure also compare [32].

Also the classical solution to IMCF has lead to very interesting applications. A crucial
feature of this flow in Rn+1 is that one does not need to require convexity of the initial hyper-
surface to avoid finite time singularities. Namely, Gerhardt [22] and Urbas [65] proved the
long-time existence even for more general flows in Rn+1, with F satisfying Assumption 1.1,
p = 1 and a starshaped initial hypersurface M0 with F|M0

> 0. Furthermore, after exponen-
tial rescaling, the flow converges to a sphere smoothly. This result, with F = nHk+1/Hk,
was later exploited by Guan/Li [29] to generalise the Alexandrov-Fenchel quermassintegral
inequalities from the convex setting to the starshaped and Hk+1-convex setting. Since then a
cascade of similar results followed by the same method (monotone quantity plus some conver-
gence result) in various ambient spaces. The tough parts are to find the monotone quantity
and to prove a sufficient convergence result. Examples of other results in this direction are
a generalised Minkowski-type inequality in the anti-de Sitter-Schwarzschild manifold due
to Brendle/Hung/Wang [5], Alexandrov-Fenchel-type inequalities in the hyperbolic space
[16, 20, 31, 44, 69] and in the sphere [28, 51, 69]. Further similar applications can be found
in [21, 41, 50, 67].

In many of these papers, there was a need to investigate the asymptotical behaviour of
the corresponding inverse curvature flow separately, since a unified treatment had not been
present. Hence, a branch of research solely dealing with inverse curvature flows has developed
within the community, where the main aims are to generalise the convergence results in var-
ious directions (concerning flow speed and ambient space). A step towards generalising the
ambient space was made by the author with the paper [60], where the IMCF was considered
in rotationally symmetric warped products under assumptions similar to Assumption 1.2.
Before (and after) that, some more special ambient spaces were treated, which, to the best
of my knowledge, all assumed convergence of the quantities in Assumption 1.2. Instead of
giving a description of the available results verbally, the following table is supposed to give
an overview as broad as I could accomplish over the previous results on smooth, inverse cur-
vature flows of closed hypersurfaces in Riemannian warped products. The topics they cover
are for example long-time existence, asymptotic behaviour, solitons and others. We point
out that, in order to keep things manageable, we leave aside treatments of contracting flows,
weak solutions, flows in Lorentzian manifolds, flows of entire graphs, flows with boundary
conditions, anisotropic flows and flows with constraints (e.g. volume preserving flows).

N/F F = nHk+1

Hk

F more general
and p = 1

p 6= 1 or
non-hom. speed

CSC

Rn+1 [8, 11, 18]
[34]

[15, 22, 45]
[64, 65, 66]

[2, 3, 7, 12, 13]
[14, 25, 36, 37]
[40, 42, 46, 47]

[59, 63, 68]

Hn+1 [17, 35] [24, 48, 70] [42, 57, 58, 68]

Sn+1 [26, 48] [6, 7, 51, 68]

Asympt.
CSC

Rn+1 [17, 43, 50]

Hn+1 [5, 49, 53] [10]

More
general

ϑ′′ϑ
ϑ′2

converges
[9, 43, 52, 71]

1.2 [60]
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Note that a reference only appears in the most general slot it can be placed. Also note
that there are few works on the inverse mean curvature flow in ambient spaces which are not
warped products, [1, 39, 55, 56]. This paper aims to fill some gaps in this table, especially
in the two bottom rows, and is organised as follows. Section 2 collects some notation,
conventions, basic facts about curvature functions and the relevant evolution equations.
In section 3 we treat the long-time existence and in section 4 we analyse the asymptotic
behaviour and finish the proof of Theorem 1.3.

2. Preliminaries

2.1. Notation and conventions. In this paper we deal with embedded hypersurfaces

x : M ↪→ N

of a smooth, closed and orientable manifold Mn into an ambient Riemannian manifold
(Nn+1, ḡ). All geometric quantities of N will be furnished with an overbar, e.g. ḡ = (ḡαβ)
for the metric, ∇̄ for its Levi-Civita connection etc. In coordinate expressions, greek indices
run from 0 to n. For the quantities induced by the embedding x, we use latin indices running
from 1 to n, e.g. for the induced metric g = (gij) with Levi-Civita connection ∇. For a (k, l)
tensor field T on M , its covariant derivative ∇T is a (k, l + 1) tensor field given by

(∇T )(Y 1, . . . , Y k, X1, . . . , Xl, X)

= (∇XT )(Y 1, . . . , Y k, X1, . . . , Xl)

= X(T (Y 1, . . . , Y k, X1, . . . , Xl))− T (∇XY 1, Y 2, . . . , Y k, X1, . . . , Xl)− . . .
− T (Y 1, . . . , Y k, X1, . . . , Xl−1∇XXl),

the coordinate expression of which is denoted by

∇T =
(
T i1...ikj1...jl;jl+1

)
.

The index appearing after the semicolon indicates the derivative index.
Our convention for the (1, 3)-Riemannian curvature tensor Rm of a connection ∇ is

Rm(X,Y )Z = ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z,

where X,Y, Z are vector fields and where [X,Y ] is the Lie-bracket

[X,Y ]ϕ = X(Y ϕ)− Y (Xϕ) ∀ϕ ∈ C∞(M).

The purely covariant Riemannian curvature tensor is defined by lowering to the fourth slot:

Rm(X,Y, Z,W ) = g(Rm(X,Y )Z,W ).

Finally the Ricci curvature is

Rc(X,Y ) = tr (Rm(·, X)Y ) .

For metrics (gij) we always denote its dual by (gij), i.e.

δij = gikgkj .

The induced geometry of M is governed by the following relations. The second funda-
mental form h = (hij) is defined by the Gaussian formula

(2.1) ∇̄XY = ∇XY − h(X,Y )ν,
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where ν is a normal field. The Weingarten endomorphismW = (hij) is defined by hij = gkihkj
and we have the Weingarten equation

(2.2) ∇̄Xν =W(X).

We also have the Codazzi equation

∇Zh(X,Y )−∇Y h(X,Z) = −Rm(ν,X, Y, Z).

Let us record this equation is coordinates:

(2.3) hij;k − hik;j = −Rm(ν, x;i, x;j , x;k).

The Gauss equation states

(2.4) Rm(W,X, Y, Z) = Rm(W,X, Y, Z) + h(W,Z)h(X,Y )− h(W,Y )h(X,Z)

or in coordinates

Rijkl = Rm(x;i, x;j , x;k, x;l) + hilhjk − hikhjl.

Warped products. Throughout this paper we assume that the ambient manifold is a
warped product of the form

(N, ḡ) = (I × S0, ḡ),

where I = (R0,∞), (S0, σ) is an n-dimensional compact Riemannian manifold and

(2.5) ḡ = dr2 + ϑ2(r)σ

with ϑ ∈ C∞((R0,∞)). We will need to know how the curvature tensor of ḡ arises from the
curvature tensors of dr2 and σ. The relevant formulae can be found in [54, Ch. 7, Prop. 42].
We state them here for further use, but adapted to our curvature convention, which differs
from the one in op. cit. We denote by L (R) and L (S0) the space of all vector field on R
resp. S0 lifted to N .

2.1. Lemma. ([54, Ch. 7, Prop. 42]) Let N be given as above. If X,Y, Z ∈ L (R) and
U, V,W ∈ L (S0), then the Riemannian curvature tensor of N is given by

(i) Rm(X,Y )Z = 0,

(ii) Rm(V,X)Y = − ∇̄
2ϑ(X,Y )
ϑ V = −ϑ′′ϑ ḡ(X,Y )V,

(iii) Rm(X,Y )V = Rm(V,W )X = 0,

(iv) Rm(X,V )W = −ϑ′′ϑ ḡ(V,W )X

(v) Rm(V,W )U = R̃m(V,W )U − ϑ′2

ϑ2 (ḡ(W,U)V − ḡ(V,U)W ),

where R̃m is the lift of the Riemann tensor of the fibre (S0, ϑ
2(r)σ) under the projection

π : N → S0.

It will turn out to be convenient to have a closed coordinate expression for Rm, which
follows easily from checking all of the five cases.

2.2. Lemma. In coordinates the Riemannian curvature tensor of the warped product

(N, ḡ) = (I × S0, dr
2 + ϑ2(r)σ)

is given by

(2.6) R̄εαβγ =

((
ϑ′′

ϑ
− ϑ′2

ϑ2

)
S̄α′β′γ′δ′ + R̃α′β′γ′δ′

)
Pα
′

α P β
′

β P γ
′

γ P
δ′ε − ϑ′′

ϑ
S̄εαβγ ,

where
S̄εαβγ = ḡβγδ

ε
α − ḡαγδεβ
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and

P = id− ∂

∂r
⊗ dr.

Hence we obtain a formula for the derivative of Rm.

2.3. Lemma. The coordinate functions of the covariant derivative of the (0, 4)-curvature
tensor are given by

(2.7)

R̄αβγδ;ε = −
(
ϑ′′

ϑ

)′
r;εS̄αβγδ +

(
ϑ′′

ϑ
− ϑ′2

ϑ2

)′
r;εS̄α′β′γ′δ′P

α′
α P β

′

β P γ
′

γ P
δ′
δ

+ R̃α′β′γ′δ′;εP
α′
α P β

′

β P γ
′

γ P
δ′
δ −

ϑ′

ϑ
r;αT̄α′β′γ′δ′P

α′
ε P β

′

β P γ
′

γ P
δ′
δ

− ϑ′

ϑ
r;βT̄α′β′γ′δ′P

α′
α P β

′
ε P γ

′
γ P

δ′
δ −

ϑ′

ϑ
r;γ T̄α′β′γ′δ′P

α′
α P β

′

β P γ
′

ε P
δ′
δ

− ϑ′

ϑ
r;δT̄α′β′γ′δ′P

α′
α P β

′

β P γ
′

γ P
δ′
ε ,

where

T̄α′β′γ′δ′ =

(
ϑ′′

ϑ
− ϑ′2

ϑ2

)
S̄α′β′γ′δ′ + R̃α′β′γ′δ′ .

Proof. Denote by Γ̄γαβ the Christoffel symbols, i.e.

Γ̄γαβ
∂

∂xγ
= ∇̄ ∂

∂xα

∂

∂xβ

and

Γ̄γαβ =
1

2
ḡγδ
(

∂

∂xβ
ḡαδ +

∂

∂xα
ḡβδ −

∂

∂xδ
ḡαβ

)
.

Using the definition of the metric we see

Γ̄0
αε = −ϑ

′

ϑ
ḡα′β′P

α′
α P β

′
ε = −ϑ

′

ϑ
ḡα′εP

α′
α , Γ̄α

′
0ε =

ϑ′

ϑ
Pα
′

ε

and hence there holds

Pα
′

α;ε = −rα′;ε rα − r;
α′r;αε = −Γ̄α

′
0εr;α + r;

α′ Γ̄0
αε

= −ϑ
′

ϑ
Pα
′

ε r;α −
ϑ′

ϑ
r;
α′ ḡγ′εP

γ′
α .

There holds

T̄α′β′γ′δ′r;
α′PεαP

β′

β P γ
′

γ P
δ′
δ = 0

and hence differentiation of (2.6) gives

R̄αβγδ;ε = −
(
ϑ′′

ϑ

)′
r;εS̄αβγδ +

(
ϑ′′

ϑ
− ϑ′2

ϑ2

)′
r;εS̄α′β′γ′δ′P

α′
α P β

′

β P γ
′

γ P
δ′
δ

+ R̃α′β′γ′δ′;εP
α′
α P β

′

β P γ
′

γ P
δ′
δ −

ϑ′

ϑ
r;αT̄α′β′γ′δ′P

α′
ε P β

′

β P γ
′

γ P
δ′
δ

− ϑ′

ϑ
r;βT̄α′β′γ′δ′P

α′
α P β

′
ε P γ

′
γ P

δ′
δ −

ϑ′

ϑ
r;γ T̄α′β′γ′δ′P

α′
α P β

′

β P γ
′

ε P
δ′
δ

− ϑ′

ϑ
r;δT̄α′β′γ′δ′P

α′
α P β

′

β P γ
′

γ P
δ′
ε ,

which is the claimed formula. �

We will later have to deal with the R̃α′β′γ′δ′;ε-term in (2.7).
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2.4. Lemma. For every r0 > R0 there exists a constant c such that

‖∇̄R̃m‖ ≤ c ϑ
′

ϑ3
.

Proof. We define a ḡ-orthonormal frame (ẽα)0≤α≤n as follows:

e0 = ẽ0 = ∂r

and, given a σ-orthonormal frame (ei)1≤i≤n on S0 we put

ẽi = ϑ−1ei.

Then clearly

ḡ(ẽα, ẽβ) = δαβ , 0 ≤ α, β ≤ n.

To prove the lemma, it suffices to estimate the components of ∇̄R̃m accordingly with respect
to this frame. There holds

(2.8)

∇̄ẽεR̃m(ẽα, ẽβ , ẽγ , ẽδ) = ẽε

(
R̃m(ẽα, ẽβ , ẽγ , ẽδ)

)
− R̃m(∇̄ẽε ẽα, ẽβ , ẽγ , ẽδ)

− R̃m(ẽα, ∇̄ẽε ẽβ , ẽγ , ẽδ)− R̃m(ẽα, ẽβ , ∇̄ẽε ẽγ , ẽδ)
− R̃m(ẽα, ẽβ , ẽγ , ∇̄ẽε ẽδ).

There holds

R̃m(ẽα, ẽβ , ẽγ , ẽδ) = ϑ−2R̂m(π∗eα, π∗eβ , π∗eγ , π∗eδ),

where R̂m is the Riemann tensor of σ. Hence

(2.9) ẽε

(
R̃m(ẽα, ẽβ , ẽγ , ẽδ)

)
=

{
− 2ϑ′

ϑ3 R̂m(π∗eα, π∗eβ , π∗eγ , π∗eδ), ε = 0

ϑ−3eε

(
R̂m(π∗eα, π∗eβ , π∗eγ , π∗eδ)

)
, ε 6= 0.

From [54, Ch. 7, Prop. 35] we obtain

(2.10) π∗∇̄ẽε ẽα =





ϑ′

ϑ π∗ẽα, ε = 0

∇̂ẽε ẽα, ε 6= 0, α 6= 0
ϑ′

ϑ ẽε, ε 6= 0, α = 0,

where ∇̂ is the Levi-Civita connection of σ. In case ε 6= 0, α 6= 0 we have

∇̂ẽε ẽα = ϑ−1∇̂eε(ϑ−1eα) = ϑ−2∇̂eεeα
and

R̃m(∇̄ẽε ẽα, ẽβ , ẽγ , ẽδ) = ϑ−3R̂m(∇̂eεeα, eβ , eγ , eδ).
Using (2.9) and (2.10) in (2.8) in any of the cases, we obtain the desired estimate, since
ϑ′ ≥ cr0 > 0 on every interval [r0,∞), giving the estimate

ϑ−3 ≤ c ϑ
′

ϑ3
.

�

2.5. Remark. For example, if σ is the round metric on S0 = Sn, then

R̃αβγδ =
1

ϑ2
S̄α′β′γ′δ′P

α′
α P β

′

β P γ
′

γ P
δ′
δ .
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Graphs in warped products. The hypersurfaces

x : M ↪→ N

we deal with in this paper will all be graphs over S0,

x(M) = {(u(y), y) : y ∈ S0} = {(u(y(ξ)), y(ξ)) : ξ ∈M},

where

u : S0 → (R0,∞)

is smooth. Along M we will always use the outward pointing normal

ν = v−1(1,−ϑ−2σiku;k),

where

v2 = 1 + ϑ−2σiju;iu;j ,

and use this normal in the Gaussian formula (2.1). The support function of M is defined by

(2.11) s = ḡ(ϑ∂r, ν) =
ϑ

v
.

There is a relation between the second fundamental form and the graph function on the
hypersurface. Let

h̄ = ϑ′ϑσ,

then there holds

v−1hij = −u;ij + h̄ij ,

cf. [23, equ. (1.5.10)]. The induced metric is given by

gij = u;iu;j + ϑ2σij

and hence

(2.12) v−1hij = −u;ij +
ϑ′

ϑ
gij −

ϑ′

ϑ
u;iu;j .

In order to deduce the gradient estimates, it has proven to be useful to consider the function

ϕ : S0 → R

(2.13) ϕ(y) =

ˆ u(y)

inf u0

1

ϑ(s)
ds.

There holds

(2.14) hji =
ϑ′

ϑv
δji −

1

ϑv
g̃jkϕ:ki,

where

g̃ij = σij − ϕ i
: ϕ

j
:

v2

and the covariant derivative and index raising is performed with respect to σ, cf. [24,

equ. (3.26)]. We will use ∇̂ to denote the covariant derivative on S0 throughout this paper.

APPENDIX A4. INVERSE FLOWS IN WARPED PRODUCTS

84



2.2. Curvature functions. Let Γ ⊂ Rn be an open and symmetric cone. In Assumption 1.1
the symmetric function f ∈ C∞(Γ) is supposed to be evaluated at the principal curvatures
of the flow hypersurfaces. This gives rise to an associated curvature function F , acting on
diagonalisable endomorphisms A of an arbitrary real vector space V via

F (A) = f(EV(A)),

where EV(A) is the unordered n-tuple of eigenvalues of A.
However, when using this definition, F is not defined on the whole space of endomor-

phisms, but only on the diagonalisable operators. Hence it appears reasonable to view F as
defined on bilinear forms,

F̂ (g, h) := F

(
1

2
gik(hkj + hjk)

)

for all positive definite g = (gij) and all bilinear forms h = (hij) ∈ T 0,2
p M . Then

F̂ ij =
∂F

∂hij

is a (2, 0)-tensor and we also write

F̂ ij,kl =
∂F

∂hij∂hkl
.

Furthermore, if F = F (κi) is strictly monotone, then F̂ ij is strictly elliptic. If F is concave,
then

F̂ ij,klηijηkl ≤ 0

for all symmetric (ηij). We refer to [4], [23, Ch. 2] and [61] for more details on curvature
functions.

Furthermore we will abuse notation and also write F for F̂ , since no confusion will be
possible. E.g., when writing F ij , we can only mean F̂ ij , since there are two contravariant
indices.

We will also use the special curvature functions Hk, associated to the k-th normalised
elementary symmetric polynomial σk defined on Γk, the connected component of {σk > 0}
which contains the point (1, . . . , 1).

2.3. Evolution equations. The following evolution equations for (1.1) are well known and
can be found in several places, for example in [23, Sec. 2.3, Sec. 2.4]. Note that, compared
to this reference, we use a different convention on the Riemann tensor.

2.6. Lemma. Denote F = −F−p. Along (1.1) there hold:

(i) The induced metric g satisfies
ġ = −2Fh.

(ii) The normal vector field satisfies

∇̄
dt
ν = gradF ,

where ∇̄dt is the covariant time derivative along the curve x(·, ξ) for fixed ξ ∈M .
(iii) The second fundamental form satisfies

(2.15) ḣij = F;ij −Fhikhkj + FRm(x;i, ν, ν, x;j).

(iv) The flow speed F satisfies

(2.16) Ḟ − F ijF;ij = F ijhikhkjF + F ijRm(x;i, ν, ν, x;j)F .
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2.7. Lemma. Under the flow (1.1) with F = −F−p the second fundamental form evolves by

ḣij −Fklhij;kl = Fkl,rshkl;ihrs;j + Fklhrkhrl hij − (Fklhkl −F)hirh
r
j

+ FklR̄αβγδ
(
xα;lx

β
;jx

γ
;kx

δ
;mh

im + xα;lx
β
;rx

γ
;kx

δ
;mh

m
j g

ri
)

+ 2FklR̄αβγδxα;rxβ;mxγ;kxδ;jhml gri −FklhklR̄αβγδxα;rνβνγxδ;jgri

+ FR̄αβγδxα;rνβνγxδjgri + FklR̄αβγδxα;kνβνγxδ;lhij
+ FklR̄αβγδ;εναxβ;kxγ;rxδ;lxε;jgri + FklR̄αβγδ;εναxβ;rxγ;jxδ;kxε;lgri.

Proof. Basically this is [23, Lemma 2.4.1]. For convenience we deduce it again, since the
proof in that reference is a little rough and we use another convention for the Riemann
tensor. There hold

F;i = Fklhkl;i
and

F;ij = Fkl,rshkl;ihrs;j + Fklhkl;ij .
We differentiate the Codazzi equation (2.3) to replace the second term on the right hand

side. First we differentiate the Codazzi equation with respect to ∂j , then use the Ricci
identities and then differentiate the Codazzi equation with respect to ∂l. We also use the
Weingarten equation (2.2) and the Gauss equation (2.4).

hkl;ij = hki;lj −
(
R̄αβγδν

αxβ;kx
γ
;lx

δ
;i

)
;j

= hki;jl +Rljk
ahai +Rlji

ahka −
(
R̄αβγδν

αxβ;kx
γ
;lx

δ
;i

)
;j

= Rljk
ahai +Rlji

ahka −
(
R̄αβγδν

αxβ;kx
γ
;lx

δ
;i

)
;j

+ hij;kl −
(
R̄αβγδν

αxβ;ix
γ
;kx

δ
;j

)
;l

= hij;kl + (hlahjk − hlkhja + R̄αβγδx
α
;lx

β
;jx

γ
;kx

δ
;a)hai

+ (hlahji − hlihja + R̄αβγδx
α
;lx

β
;jx

γ
;ix

δ
;a)hak

− R̄αβγδ;εναxβ;kx
γ
;lx

δ
;ix

ε
;j − R̄αβγδxα;mxβ;kx

γ
;lx

δ
;ih

m
j + R̄αβγδν

αxβ;kν
γxδ;ihlj

+ R̄αβγδν
αxβ;kx

γ
;lν

δhij − R̄αβγδ;εναxβ;ixγ;kxδ;jxε;l − R̄αβγδxα;mx
β
;ix

γ
;kx

δ
;jh

m
l

+ hklR̄αβγδν
αxβ;iν

γxδ;j + R̄αβγδν
αxβ;ix

γ
;kν

δhjl.

Recall that h satisfies (2.15):

ḣij = F;ij −Fhikhkj + FR̄αβγδxαi νβνγxδj
and hence

ḣij −Fklhij;kl = Fkl,rshkl;ihrs;j −Fklhklhrihrj + Fklhrkhrl hij
+ FklR̄αβγδ

(
xα;lx

β
;jx

γ
;kx

δ
;mh

m
i + xα;lx

β
;ix

γ
;kx

δ
;mh

m
j

)

+ FklhklR̄αβγδναxβ;iνγxδ;j + FklR̄αβγδναxβ;kx
γ
;lν

δhij

+ 2FklR̄αβγδxα;ixβ;mxγ;kxδ;jhml −FklR̄αβγδ;εναx
β
;kx

γ
;lx

δ
;ix

ε
;j

−FklR̄αβγδ;εναxβ;ixγ;kxδ;jxε;l −Fhikhkj + FR̄αβγδxαi νβνγxδj .
The result follows after reverting to the mixed representation. �
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Graphical hypersurfaces. Given the flow (1.1) of graphs

Mt = {(u(t, y(t, ξ)), y(t, ξ)) : ξ ∈M}
in a warped product with metric of the form (2.5), we first of all deduce from (2.12) that

(2.17) u̇−F iju;ij =
p+ 1

F p
v−1 − ϑ′

ϑ

p

F p+1
F ijgij +

ϑ′

ϑ

p

F p+1
F iju;iu;j .

Now we deduce the evolution of the quantity

w =
1

ϑ2(u)
|du|2σ = |dϕ|2σ,

where ϕ was defined in (2.13). The function ϕ is better suited to these estimates than u itself,
since the representation of the second fundamental form is simpler and so the differentiation
of the speed F is easier to perform. This trick was also used in [22], [65] and in subsequent
treatments of graphical expanding flows. Note that ϕ satisfies

(2.18) ∂tϕ = −Fs−1,

where s is the support function defined in (2.11). In the next lemma we derive the evolution
equation for w. We simplify notation: Putting lower indices to a function means covariant
differentiation with respect to σ.

2.8. Lemma. Under the flow (2.18) in a warped product of the form (2.5) the gradient
function

|∇̂ϕ|2σ = ϕiϕ
i

satisfies
(
d

dt
− 1

ϑ2
Fkl g̃lr∇̂kr

)
|∇̂ϕ|2

= 2F si
s2
ϕi − 2Fkl hlk

si
s2
ϕi + 4ϑ′Fkl hlks−1|∇̂ϕ|2 − 2

ϑ′′

ϑ
Fkk |∇̂ϕ|2

− 1

2v2ϑ2
Fkl σlm|∇̂ϕ|2m|∇̂ϕ|2k −

1

v2ϑ2
Fkl ϕl|∇̂ϕ|2rϕrk

+
1

v4ϑ2
Fkl ϕl|∇̂ϕ|2k|∇̂ϕ|2iϕi −

2

ϑ2
Fkl g̃lrϕirϕik −

2

ϑ2
Fkl g̃lrR̂ikrmϕiϕm.

Proof. From (2.18) we get

d

dt
|∇̂ϕ|2 = 2ϕ̇iϕ

i =
2

s2
Fsiϕi − 2Fkl ∇̂ihlkϕis−1.

Due to (2.14) there holds

∇̂ihlk = −viϑ+ vϑ′ϑϕi
v2ϑ2

(
ϑ′δlk − g̃lrϕrk

)
+

1

vϑ

(
ϑ′′ϑϕiδ

l
k − ∇̂ig̃lrϕrk − g̃lrϕrki

)

= −vi
v
hlk − ϑ′ϕihlk +

ϑ′′

v
δlkϕi +

ϕliϕ
r + ϕlϕri
v3ϑ

ϕrk −
2

v4ϑ
viϕ

lϕrϕrk

− 1

vϑ
g̃lrϕrki

=
si
s
hlk − 2ϑ′ϕih

l
k +

ϑ′′

v
δlkϕi +

ϕliϕ
r + ϕlϕri
v3ϑ

ϕrk

− 1

v5ϑ
|∇̂ϕ|2iϕlϕrϕrk −

1

vϑ
g̃lrϕrik +

1

vϑ
g̃lrR̂mikrϕm,
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where we used the definition of the Riemann tensor of σ. Using

|∇̂ϕ|2rk = 2ϕirkϕ
i + 2ϕirϕ

i
k,

we combine these two equalities to get
(
d

dt
− 1

ϑ2
Fkl g̃lr∇̂kr

)
|∇̂ϕ|2

= 2F si
s2
ϕi − 2Fkl hlk

si
s2
ϕi + 4ϑ′Fkl hlks−1|∇̂ϕ|2 − 2

ϑ′′

ϑ
F kk |∇̂ϕ|2

− 2

v2ϑ2
Fkl (ϕliϕ

r + ϕlϕri )ϕ
iϕrk +

2

v4ϑ2
Fkl ϕlϕrϕrk|∇̂ϕ|2iϕi

− 2

ϑ2
Fkl g̃lrϕirϕik −

2

ϑ2
Fkl g̃lrR̂mikrϕiϕm

and hence the result. �

The support function satisfies the following evolution.

2.9. Lemma. Along (1.1) in a warped product with metric (2.5), the support function

s = ϑ(u)ḡ(∂r, ν)

satisfies

(2.19) ṡ−F ijs;ij = F ijhikhkj s− ϑ′
p− 1

F p
+ ḡ(ϑ∂r,∇F)−F ij(ḡ(ϑ∂r, x;kh

k
i;j)).

Proof. The vector field ϑ∂r is conformal,

∇̄X̄(ϑ∂r) = ϑ′X̄ ∀X̄ ∈ T 1,0(N).

Hence
ṡ = ḡ(ϑ′ẋ, ν) + ḡ(ϑ∂r, ∇̄ẋν) = −ϑ′F + ḡ(ϑ∂r,∇F),

(2.20) Xs = ḡ(ϑ∂r,W(X))

and
∇2s(X,Y ) = Y (Xs)− (∇YX)s

= ϑ′h(X,Y )− h(X,W(Y ))s+ ḡ(ϑ∂r,∇YW(X)).

The result follows from combining these equalities. �

We will also make use of the evolution of ϕ̇. This method was used in [5, Prop. 3.4] and
[60, Lemma 3.5].

2.10. Lemma. Under the flow (2.18) in a warped product of the form (2.5) the speed ϕ̇
satisfies

(2.21) ∂tϕ̇−
∂ϕ̇

∂ϕij
ϕ̇ij −

∂ϕ̇

∂ϕi
ϕ̇i =

ϑ′

ϑ
vF ijhji ϕ̇−

ϑ′′

ϑ
Fkk ϕ̇+

ϑ′

ϑ
vF ϕ̇.

Proof. Differentiating
ϕ̇ = −Fs−1

gives

∂tϕ̇−
∂ϕ̇

∂ϕij
ϕ̇ij −

∂ϕ̇

∂ϕi
ϕ̇i =

∂ϕ̇

∂ϕ
ϕ̇

= −F ji
hij
∂ϕ

s−1ϕ̇+ s−1Fϑ′ϕ̇.
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From (2.14) we get
∂hij
∂ϕ

= − ϑ
′

vϑ

(
ϑ′δij − g̃ikϕkj

)
+
ϑ′′

v
δij

and inserting this gives the result. �

3. Long-time existence

3.1. Barriers.

3.1. Lemma. Let ϑ ∈ C2((R0,∞)) with ϑ′ > 0 and ϑ′′ ≥ 0, r0 > R0 and 0 < p ≤ 1. Let
r(t, r0) be the unique solution of the initial value problem

ṙ =
ϑp(r)

npϑ′p(r)
(3.1)

r(0) = r0.

Then r is defined for all times and

r(t, r0)→∞, t→∞.
Consequently, for x0 as in Theorem 1.3 with associated graph function u0, we have

inf
M
u(t, ·)→∞, t→∞,

provided the flow (1.2) exists for all times.

Proof. Due to (3.1) we have

ṙ ≤ 1 +
ϑ(r)

ϑ′(r)
,

where the right hand side grows at most linearly in r due to ϑ′′ ≥ 0. Hence r is defined for
all times. Suppose r does not converge to infinity. Due to its monotonicity it converges to
some r1 <∞. From

ϑ

ϑ′
(r) > 0 ∀r ∈ [r0, r1]

we obtain ṙ ≥ c > 0 and reach a contradiction. The second claim follows from the maximum
principle which gives

r(t, inf u0) ≤ u(t, ·) ≤ r(t, supu0).

�
3.2. Gradient estimates. Let us first prove some rough gradient estimates which will
suffice to get the long-time existence. In the a priori estimates that appear in the rest of
the paper, generic constants will be allowed to depend on the data of the problem, namely
N, p,M0 unless otherwise stated.

First we need a bound on F from below:

3.2. Lemma. Under the assumptions of Theorem 1.3 (i), along (1.1) the spatial maxima of
the quantity

ϕ̇ =
1

F p
v

ϑ
are non-increasing.

Proof. According to (2.21) we have

∂tϕ̇−
∂ϕ̇

∂ϕij
ϕ̇ij −

∂ϕ̇

∂ϕi
s−1ϕ̇i =

(p− 1)ϑ′

ϑF p
vϕ̇− ϑ′′p

ϑF p+1
F ii ϕ̇ ≤ 0.

The result follows from the maximum principle. �
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Now we prove some very general gradient estimates for inverse curvature flows in warped
products. We use the notation from Lemma 2.8.

3.3. Lemma. Under the assumptions of Theorem 1.3 (i), along (1.1) the function |∇̂ϕ|2
is bounded on every finite time interval. Furthermore, under the assumptions of Theo-
rem 1.3 (ii), there exists a positive constant γ, such that the spatial maxima of

ẑ = |∇̂ϕ|2ϑγ

are non-increasing, provided p < 1, and such that the spatial maxima of

z̃ = |∇̂ϕ|2ϑ′γ

are non-increasing, regardless the value of 0 < p ≤ 1.

Proof. We want to calculate the evolution equations of ẑ and z̃. Hence we need one for u,
which makes use of the parabolic operator with respect to the metric σ. Note that in (2.17)
we use covariant derivatives of the metric induced by u, hence we need to rewrite this. The
covariant derivatives with respect to σ and g are related by

∇̂2u = v2∇2u+
ϑ′

ϑ

(
2du⊗ du− ϑ2(v2 − 1)σ

)

= −vh+ v2ϑ
′

ϑ
g − v2ϑ

′

ϑ
du⊗ du+ 2

ϑ′

ϑ
du⊗ du− ϑ′ϑ(v2 − 1)σ,

cf. [60, equ. (71)] and (2.12). We obtain

(
∂t −

1

ϑ2

p

F p+1
F kl g̃

lr∇̂2
kr

)
u =

v

F p
+
pv

F p
− p

F p+1

ϑ′

ϑ
F kk v

2

+
p

F p+1

ϑ′

ϑ
F kru;ku;rv

2 − 2p

F p+1

ϑ′

ϑ
F kru;ku;r

+
p

F p+1

ϑ′

ϑ
F kr(gkr − u;ku;r)(v

2 − 1)

=
p+ 1

F p
v − p

F p+1

ϑ′

ϑ
F kk −

p

F p+1

ϑ′

ϑ
F kru;ku;r.

Now we use

si
s

= ϑ′ϕi −
vi
v

= ϑ′ϕi −
1

2

|∇̂ϕ|2i
v2
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to deduce from Lemma 2.8:
(
∂t −

1

ϑ2

p

F p+1
F kl g̃

lr∇̂kr
)
|∇̂ϕ|2

= − 2

F p
ϑ′

ϑ
v|∇̂ϕ|2 +

1

ϑvF p
|∇̂ϕ|2iϕi −

2p

F p
ϑ′

ϑ
v|∇̂ϕ|2 +

p

ϑvF p
|∇̂ϕ|2iϕi

+
4p

F p
ϑ′

ϑ
v|∇̂ϕ|2 − 2p

F p+1

ϑ′′

ϑ
F kk |∇̂ϕ|2 −

1

2v2ϑ2

p

F p+1
F kl σ

lm|∇̂ϕ|2m|∇̂ϕ|2k

− 1

v2ϑ2

p

F p+1
F kl ϕ

l|∇̂ϕ|2rϕrk +
1

v4ϑ2

p

F p+1
F kl ϕ

l|∇̂ϕ|2k|∇̂ϕ|2iϕi

− 2

ϑ2

p

F p+1
F kl g̃

lrϕirϕ
i
k −

2

ϑ2

p

F p+1
F kl g̃

lrR̂mikrϕ
iϕm

=
2(p− 1)

F p
ϑ′

ϑ
v|∇̂ϕ|2 − 2p

F p+1

ϑ′′

ϑ
F kk |∇̂ϕ|2 −

2

ϑ2

p

F p+1
F kl g̃

lrR̂mikrϕ
iϕm

+
p+ 1

F p
1

vϑ
|∇̂ϕ|2iϕi −

2p

F p+1

1

ϑ2
F kl g̃

lrϕirϕ
i
k −

1

2v2ϑ2

p

F p+1
F kl σ

lm|∇̂ϕ|2k|∇̂ϕ|2m

+
1

v4ϑ2

p

F p+1
F kl ϕ

l|∇̂ϕ|2k|∇̂ϕ|2iϕi −
1

v2ϑ2

p

F p+1
F kl ϕ

l|∇̂ϕ|2rϕrk.

Now first generally put

z = f(u)|∇̂ϕ|2.
With the help of the previous calculations we get at a maximal point of z, where

|∇̂ϕ|2i = −f
′

f
ϑ|∇̂ϕ|2ϕi,

(3.2)

Lz ≡
(
∂t −

1

ϑ2

p

F p+1
F kl g̃

lr∇̂kr
)
z

= fL|∇̂ϕ|2 + z
f ′

f
Lu− f ′′

f

p

ϑ2F p+1
F kl g̃

lrukurz −
2p

ϑ2F p+1
F kl g̃

lr|∇̂ϕ|2kfr

=
2(p− 1)

F p
ϑ′

ϑ
vz − 2p

F p+1

ϑ′′

ϑ
F kk z −

2f

ϑ2

p

F p+1
F kl g̃

lrR̂mikrϕ
iϕm

−p+ 1

F p
f ′

f

1

v
|∇̂ϕ|2z − 2p

F p+1

1

ϑ2
F kl g̃

lrϕirϕ
i
kf

− 1

2v2

f ′2

f2

p

F p+1
F kl ϕ

lϕk|∇̂ϕ|2z +
1

v4

f ′2

f2

p

F p+1
F kl ϕ

lϕk|∇̂ϕ|4z

− 1

2v2

f ′2

f2

p

F p+1
F kl ϕ

lϕk|∇̂ϕ|2z +
p+ 1

F p
f ′

f
vz − p

F p+1

f ′

f

ϑ′

ϑ
F kk z

− p

F p+1

f ′

f

ϑ′

ϑ
F kru;ku;rz +

2p

F p+1

f ′2

f2
F kl g̃

lrϕkϕrz −
p

F p+1

f ′′

f
F krukurz

=
2(p− 1)

F p
ϑ′

ϑ
vz − 2p

F p+1

ϑ′′

ϑ
F kk z −

2f

ϑ2

p

F p+1
F kl g̃

lrR̂mikrϕ
iϕm

+
p+ 1

F p
f ′

f

1

v
z − 2p

F p+1

1

ϑ2
F kl g̃

lrϕirϕ
i
kf −

f ′2

f2

p

F p+1
F kl ϕ

lϕk
|∇̂ϕ|2
v4

z

− p

F p+1

f ′

f

ϑ′

ϑ
F kk z +

p

F p+1
F krukurz

(
2
f ′2

f2
− f ′′

f
− f ′

f

ϑ′

ϑ

)
.
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Employing Lemma 3.2 with f = 1 we see Lz ≤ cz, where on each finite interval this constant
is bounded. We also used

F = n
Hk+1

Hk
⇒ F kk ≤ c,

cf. [49, Lemma 2.7]. Hence we obtain the first claim. Under the assumptions of Theorem 1.3
(ii), we obtain that max z is decreasing if p < 1 and f(u) = ϑγ(u) for a small γ > 0. If p = 1,
the same is true with γ = 0. Due to (2.14) we have

F = F kl h
l
k =

ϑ′

vϑ
F kk −

1

vϑ
F kl g̃

lrϕrk

and hence

p+ 1

F p
f ′

f

1

v
z − 2p

F p+1

1

ϑ2
F kl g̃

lrϕirϕ
i
kf

=
p+ 1

F p+1

f ′

f

ϑ′

ϑ

1

v2
F kk z −

p

F p+1

p+ 1

p

f ′

f

1

v2ϑ
F kl g̃

lrϕrkz −
2p

F p+1

1

ϑ2
F kl g̃

lrϕirϕ
i
kf

=
p+ 1

F p+1

f ′

f

ϑ′

ϑ

1

v2
F kk z +

p

F p+1

(p+ 1)2

8p

f ′2

f2

|∇̂ϕ|2
v4

F kl g̃
lrσrkz

− p

F p+1

f

2
F kl g̃

lr

(
p+ 1

2p

f ′

f2

1

v2
zσir +

2

ϑ
ϕir

)(
p+ 1

2p

f ′

f2

1

v2
zδik +

2

ϑ
ϕik

)
.

Hence at a maximal point of z we get for f = ϑ′γ

(3.3)

Lz ≤ − 2p

F p+1

(
ϑ′′

ϑ
+

1

2

f ′

f

ϑ′

ϑ
− (p+ 1)2

16p

f ′2

f2
|∇̂ϕ|2 − p+ 1

2p

f ′

f

ϑ′

ϑ

)
F kk z

+
2(p− 1)

F p
ϑ′

ϑ
vz − 2f

ϑ2

p

F p+1
F kl g̃

lrR̂mikrϕ
iϕm

+
p

F p+1
F krukurz

(
2
f ′2

f2
− f ′′

f
− f ′

f

ϑ′

ϑ

)
,

which is negative if 0 < γ is small enough. Here we also used Assumption 1.2. �

3.3. Curvature estimates. We prove that along (1.1) all principal curvatures are bounded
as long as the flow remains in a compact subset of N . Due to all previous a priori estimates
this will imply uniform C2 estimates on each finite time interval, as well as a uniformly
elliptic operator F−(p+1)F ij . Hence the regularity estimates by Krylov and Safonov apply
to get C2,α estimates. With the linear Schauder estimates we obtain uniform C∞-bounds on
each finite interval. We may extend the solution beyond any finite T , completing the proof
of item (i) of Theorem 1.3.

3.4. Proposition. Under the assumptions of Theorem 1.3 (i), on every finite interval [0, T ]
there exists a compact set Λ ⊂ Γ such that along the flow (1.1) the principal curvatures κi
satisfy

(κi) ∈ Λ ∀0 ≤ t ≤ T.
Proof. In this proof the generic constant c is allowed to depend on T . We proceed similarly
as in [24, 62]. First we simplify the evolution of the second fundamental form, cf. Lemma 2.7.
We have the following estimate in normal coordinates:

ḣnn −Fklhnn;kl ≤ Fkl,rshkl;nhrs;n +
p

F p+1
F klhrkh

r
l h
n
n −

p+ 1

F p
(hnn)2

+
c

F p+1
F ijgij(h

n
n + 1) +

c

F p
.
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According to (2.19) the support function, which is bounded from below due to the gradient
estimates Lemma 3.3, satisfies

(3.4)
ṡ−Fkls;kl =

p

F p+1
F klhrkh

r
l s−

(p− 1)ϑ′

F p

+
pϑ

F p+1
F klu;

mRm(ν, x;k, x;m, x;l).

Due to a well known trick, e.g. see the proof of [24, Lemma 4.4], it suffices to bound the
evolution equation of the function

w = log hnn + f(s) + αu,

α to be determined, at a maximal point of w in which normal coordinates are given,

gij = δij , hij = κiδij , κ1 ≤ · · · ≤ κn.

For small β > 0 set

f(s) = − log(s− β).

Also using (2.17), we see that w satisfies

(3.5)

ẇ−Fklw;kl ≤
p

F p+1
F klhrkh

r
l (1 + f ′s)− p+ 1

F p
hnn

+
c

F p+1
F kk (1 + (hnn)−1) +

c

F p
(1 + (hnn)−1 + α)

+
p

F p+1
F kl,rshkl;nhrs;

n(hnn)−1 +
p

F p+1
F ij(log hnn);i(log hnn);j

− f ′′ p

F p+1
F ijs;is;j − α

ϑ′

ϑ

p

F p+1
F ij(gij − u;iu;j).

We employ a trick already used in [19]. Due to the concavity of F there holds

Fnn ≤ · · · ≤ F 11 and F kl,rsηklηrs ≤
2

κn − κ1

n∑

k=1

(Fnn − F kk)η2
nk

for all symmetric (ηij). It is possible to exploit this term in order to estimate (3.5).
Case 1: κ1 < −ε1κn, 0 < ε1 <

1
2 . There hold

F ijhikh
k
j ≥ F 11κ2

1 ≥
1

n
F ijgijκ

2
1 ≥

1

n
F ijgijε

2
1κ

2
n,

p

F p+1
F ij(log hnn);i(log hnn);j = f ′2

p

F p+1
F ijs;is;j + f ′

2αp

F p+1
F ijs;iu;j

+
α2p

F p+1
F iju;iu;j ,

due to ∇w = 0. Using (2.20), if κn is large, (3.5) with any α becomes

0 ≤ p

nF p+1
F ijgij

(
ε21κ

2
n(1 + f ′s) + c+ cα|f ′|κn + cα2

)

+
p+ 1

F p
(c+ cα− κn)− p

F p+1
F ijs;is;j(f

′′ − f ′2)

< 0

and hence w is bounded in this case, due to 1 + f ′s ≤ c < 0 and f ′′ = f ′2.
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Case 2: κ1 ≥ −ε1κn. Then

2

κn − κ1

n∑

k=1

(Fnn − F kk)(hnk;n)2(hnn)−1

≤ 2

1 + ε1

n∑

k=1

(Fnn − F kk)(hnk;n)2(hnn)−2

≤ 2

1 + ε1

n∑

k=1

(Fnn − F kk)(hnn;k)2(hnn)−2 + c(ε1)
n∑

k=1

(F kk − Fnn)κ−2
n

+
4

1 + ε1

n∑

k=1

(Fnn − F kk)hnn;kR̄αβγδν
axβ;nx

γ
;nx

δ
;k(hnn)−2

≤ 2

1 + 2ε1

n∑

k=1

(Fnn − F kk)(hnn;k)2(hnn)−2 + c(ε1)
n∑

k=1

(F kk − Fnn)κ−2
n ,

where we used the Codazzi equation (2.3) and Cauchy-Bunjakowski-Schwarz. We deduce
further:

F ij(log hnn);i(log hnn);j +
2

κn − κ1

n∑

k=1

(Fnn − F kk)(hnk;n)2(hnn)−1

≤ 2

1 + 2ε1

n∑

k=1

Fnn(log hnn)2
;k −

1− 2ε1
1 + 2ε1

n∑

k=1

F kk(log hnn)2
;k + c(ε1)F ijgijκ

−2
n

≤
n∑

k=1

Fnn(log hnn)2
;k + c(ε1)F ijgijκ

−2
n

= c(ε1)F ijgijκ
−2
n + f ′2Fnn‖∇s‖2 + 2αf ′Fnn 〈∇s,∇u〉+ α2Fnn‖∇u‖2.

Hence we can estimate (3.5), using F ij ḡij ≥ c0F ijgij ,

0 ≤ p

F p+1
Fnn

(
κ2
n(1 + f ′s) + αcκn + cα2

)
+
p+ 1

F p
(c+ α− κn)

+
p

F p+1
F ijgij

(
c(ε1)

κ2
n

+ c− c0α
ϑ′

ϑ

)
+

p

F p+1

(
f ′2Fnn‖∇s‖2 − f ′′F ijs;is;j

)
.

Due to the barrier estimates, on every finite interval [0, T ] there holds ϑ ≤ c(T ). Picking α
large enough, we see that κn is bounded on [0, T ] and the proof is complete. �

4. Asymptotics

4.1. Global bounds. In order to study the long-time behaviour of (1.1), we need to inves-
tigate the evolution of the second fundamental form in greater detail. Therefore we need a
more detailed version of its evolution equation.
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4.1. Lemma. Along (1.1) the Weingarten operator evolves according to

ḣij −
p

F p+1
F klhij;kl

= − p(p+ 1)

F p+2
F;jF;

i +
p

F p+1
F kl,rshkl;jhrs;

i +
p

F p+1
F klhrkh

r
l h
i
j −

p+ 1

F p
hirh

r
j

+
ϑ′2

ϑ2

p

F p+1
F kk h

i
j −

ϑ′2

ϑ2

p− 1

F p
δij −

(
ϑ′′

ϑ
− ϑ′2

ϑ2

)
v−2 p

F p+1
F kk h

i
j

+

(
ϑ′′

ϑ
− ϑ′2

ϑ2

)
v−2 p+ 1

F p
δij +

(
ϑ′′

ϑ
− ϑ′2

ϑ2

)
p

F p+1
F kl

(
u;ku;lh

i
j − 2hml u;mu;kδ

i
j

)

+

(
ϑ′′

ϑ
− ϑ′2

ϑ2

)
1− p
F p

u;ju;
i +

(
ϑ′′

ϑ
− ϑ′2

ϑ2

)
p

F p+1
F kk
(
himu;

mu;j + hmj u;mu;
i
)

+

(
ϑ′′

ϑ
− ϑ′2

ϑ2

)
p

F p+1

(
F ilu;m(hml u;j − hmj u;l) + F kl h

l
ju;

iu;k − F ljhimu;lu;m

)

+
p

F p+1
F kl

(
R̃m(x;l, x;j , x;k, x;m)him + R̃m(x;l, x;r, x;k, x;m)hmj g

ri
)

+
2p

F p+1
F klR̃m(x;r, x;m, x;k, x;j)h

m
l g

ri − p+ 1

F p
R̃m(x;r, ν, ν, x;j)g

ri

+
p

F p+1
F klR̃m(x;k, ν, ν, x;l)h

i
j

+
p

F p+1
F kl

(
∇̄Rm(ν, x;k, x;r, x;l, x;j) + ∇̄Rm(ν, x;r, x;j , x;k, x;l)

)
gri.

Proof. In Lemma 2.7 we rewrite the terms involving the Riemann tensor employing (2.6):

R̄αβγδx
α
;lx

β
;jx

γ
;kx

δ
;m

= − ϑ′′

ϑ
(glmgjk − glkgjm) +

(
ϑ′′

ϑ
− ϑ′2

ϑ2

)
(ḡlmḡjk − ḡlkḡjm) + R̃αβγδx

α
;lx

β
;jx

γ
;kx

δ
;m

= − ϑ′2

ϑ2
(glmgjk − glkgjm) + R̃αβγδx

α
;lx

β
;jx

γ
;kx

δ
;m

−
(
ϑ′′

ϑ
− ϑ′2

ϑ2

)
(u;lu;mgjk + u;ju;kglm − u;lu;kgjm − u;ju;mglk).

Hence

FklR̄αβγδ
(
xα;lx

β
;jx

γ
;kx

δ
;mh

im + xα;lx
β
;rx

γ
;kx

δ
;mh

m
j g

ri
)

= − ϑ′2

ϑ2

p

F p+1
F klhilgjk +

ϑ′2

ϑ2

p

F p+1
F kk h

i
j −

ϑ′2

ϑ2

p

F p+1
F ilhjl +

ϑ′2

ϑ2

p

F p+1
F kk h

i
j

+

(
ϑ′′

ϑ
− ϑ′2

ϑ2

)
p

F p+1
F kl(u;ku;lh

i
j + gklh

imu;mu;j − hilu;ju;k − gkjhimu;lu;m)

+

(
ϑ′′

ϑ
− ϑ′2

ϑ2

)
p

F p+1
(F kl(u;ku;lh

i
j + gklh

m
j u;mu;

i)− F ilhmj u;lu;m − F kmhmj u;
iu;k)

+
p

F p+1
F kl

(
R̃αβγδx

α
;lx

β
;jx

γ
;kx

δ
;mh

im + R̃αβγδx
α
;lx

β
;rx

γ
;kx

δ
;mh

m
j g

ri
)
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and thus the following two equations hold:

FklR̄αβγδ
(
xα;lx

β
;jx

γ
;kx

δ
;mh

im + xα;lx
β
;rx

γ
;kx

δ
;mh

m
j g

ri
)

= − 2
ϑ′2

ϑ2

p

F p+1
(F il h

l
j − F klgklhij)

+

(
ϑ′′

ϑ
− ϑ′2

ϑ2

)
p

F p+1
(2F klu;ku;lh

i
j + F klgkl(h

imu;mu;j + hmj u;mu;
i)

− F ljhimu;lu;m − F ilhmj u;lu;m − F klhilu;ju;k − F kmhmj u;
iu;k)

+
p

F p+1
F kl

(
R̃αβγδx

α
;lx

β
;jx

γ
;kx

δ
;mh

im + R̃αβγδx
α
;lx

β
;rx

γ
;kx

δ
;mh

m
j g

ri
)
,

2FklR̄αβγδxα;rxβ;mxγ;kxδ;jhml gri

= − 2
ϑ′2

ϑ2

p

F p+1
(Fδij − F il hlj) +

2p

F p+1
F klR̃αβγδx

α
;rx

β
;mx

γ
;kx

δ
;jh

m
l g

ri

+ 2

(
ϑ′′

ϑ
− ϑ′2

ϑ2

)
p

F p+1
(F kl h

l
ju;

iu;k + F ilhml u;ju;m − Fu;
iu;j − F klhml u;mu;kδ

i
j).

Adding up, also using F ikh
k
j = hikF

k
j , gives

(4.1)

FklR̄αβγδ
(
xα;lx

β
;jx

γ
;kx

δ
;mh

im + xα;lx
β
;rx

γ
;kx

δ
;mh

m
j g

ri
)

+2FklR̄αβγδxα;rxβ;mxγ;kxδ;jhml gri

= 2
ϑ′2

ϑ2

p

F p+1
(F kk h

i
j − Fδij)

+

(
ϑ′′

ϑ
− ϑ′2

ϑ2

)
p

F p+1
(2F klu;ku;lh

i
j + F kk (himu;

mu;j + hmj u;mu;
i)

− F ljhimu;lu;m − F ilhmj u;lu;m + F kl h
l
ju;

iu;k

+ F ilhml u;ju;m − 2Fu;
iu;j − 2F klhml u;mu;kδ

i
j)

+
p

F p+1
F klR̃αβγδ

(
xα;lx

β
;jx

γ
;kx

δ
;mh

im + xα;lx
β
;rx

γ
;kx

δ
;mh

m
j g

ri
)

+
2p

F p+1
F klR̃αβγδx

α
;rx

β
;mx

γ
;kx

δ
;jh

m
l g

ri.

Using ν = v−1(1,−ḡiku;k) and v−2ḡiju;iu;j = ‖∇u‖2, we get

(4.2)

Rm(x;i, ν, ν, x;j) = −ϑ
′′

ϑ
gij +

(
ϑ′′

ϑ
− ϑ′2

ϑ2

)(
‖∇u‖2ḡij − v−2u;iu;j

)

+ R̃m(x;i, ν, ν, x;j)

= −ϑ
′′

ϑ
gij +

(
ϑ′′

ϑ
− ϑ′2

ϑ2

)(
‖∇u‖2gij − u;iu;j

)

+ R̃m(x;i, ν, ν, x;j).

Thus
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(4.3)

(F − Fklhkl)R̄αβγδxα;rνβνγxδjgri + FklR̄αβγδxα;kνβνγxδ;lhij

=
p+ 1

F p

(
ϑ′′

ϑ
δij −

(
ϑ′′

ϑ
− ϑ′2

ϑ2

)
(‖∇u‖2δij − u;ju;

i)

)

− p

F p+1
F kl

(
ϑ′′

ϑ
gkl −

(
ϑ′′

ϑ
− ϑ′2

ϑ2

)
(‖∇u‖2gkl − u;lu;k)

)
hij

− p+ 1

F p
R̃m(x;r, ν, ν, x;j)g

ri +
p

F p+1
F klR̃m(x;k, ν, ν, x;l)h

i
j .

Adding up (4.1) and (4.3) and inserting the result into Lemma 2.7 gives the claimed
formula. �

4.2. Lemma. Along (1.1) the function v = ϑs−1 satisfies the evolution equation

(4.4)

v̇ − p

F p+1
F ijv;ij

= − p

F p+1
F ijhikh

k
j v −

ϑ′2

ϑ2

p

F p+1
F ijgijv +

ϑ′

ϑ

p+ 1

F p
+
ϑ′

ϑ

p− 1

F p
v2

+

(
ϑ′2

ϑ2
− ϑ′′

ϑ

)
p

F p+1
F iju;iu;jv

+
p

F p+1
F kl

(
ϑ′′

ϑ
− ϑ′2

ϑ2

)
(u;lu;k − ‖∇u‖2gkl)v

− p

F p+1
F klR̃m(x;k, ν, ν, x;l)v + 2

ϑ′

ϑ

p

F p+1
F iju;iv;j −

2

v

p

F p+1
F ijv;iv;j .

Proof. Due to (2.17) and (3.4) we have

v̇ − p

F p+1
F ijv;ij

=
ϑ′

ϑ
v
(
u̇− p

F p+1
F iju;ij

)
− ϑ′′

ϑ
v

p

F p+1
F iju;iu;j −

v

s

(
ṡ− p

F p+1
F ijs;ij

)

− 2ϑ

s3

p

F p+1
F ijs;is;j − 2

p

F p+1
F ijϑ;i

(
1

s

)

;j

=
ϑ′

ϑ

p+ 1

F p
− ϑ′2

ϑ2

p

F p+1
F ijgijv +

(
ϑ′2

ϑ2
− ϑ′′

ϑ

)
p

F p+1
F iju;iu;jv

− p

F p+1
F ijhikh

k
j v +

ϑ′

ϑ

p− 1

F p
v2 − p

F p+1
F klRm(ν, x;k, x;m, x;l)u;

mv2

− 2

v

p

F p+1
F ijv;iv;j − 2v

ϑ′2

ϑ2

p

F p+1
F iju;iu;j + 4

ϑ′

ϑ

p

F p+1
F iju;iv;j

− 2
ϑ′

ϑ

p

F p+1
F iju;iv;j + 2

ϑ′2

ϑ2

p

F p+1
F iju;iu;jv,

which is the claimed formula up to rewriting the term involving Rm. However, we use (2.6)
to deduce

Rm(ν, x;k, x;m, x;l)u;
m = −

(
ϑ′′

ϑ
− ϑ′2

ϑ2

)
v−1(u;lu;k − ‖∇u‖2gkl)

+ R̃m(ν, x;k, x;m, x;l)u;
m
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and hence

Rm(ν, x;k, x;m, x;l)u;
mv2 = −

(
ϑ′′

ϑ
− ϑ′2

ϑ2

)
(u;lu;k − ‖∇u‖2gkl)v

+ R̃m(x;k, ν, ν, x;l)v,

where we have used

u;
m = v−2ϑ−2σmku;k.

Inserting gives the result. �

We start the investigation of the long-time behaviour of (1.2) under the assumptions in
item (ii) of Theorem 1.3 by proving a lower bound on the curvature function.

4.3. Lemma. Under the assumptions of Theorem 1.3 (ii), along (1.1) there exists a constant
c, such that

ϑ′v
ϑF
≤ c.

Proof. If p = 1 and ϑ′ is bounded , the result follows from Lemma 3.2 immediately. If p < 1
or ϑ′ is unbounded, Lemma 3.3 says that v → 1. Due (2.16), (2.17), (4.2) and (4.4) the
function

w = log

(
1

F p

)
+ f(v) + p log ϑ′ − p log ϑ,

where f with f ′ ≥ 0 is yet to be determined, satisfies

ẇ − p

F p+1
F ijw;ij

=
p

F p+1
F ijhikh

k
j −

ϑ′′

ϑ

p

F p+1
F ijgij +

p

F p+1
F ijR̃m(x;i, ν, ν, x;j)

+

(
ϑ′′

ϑ
− ϑ′2

ϑ2

)
p

F p+1
F ij(‖∇u‖2gij − u;iu;j)

+
p

F p+1
F ij

(
log

1

F p

)

;i

(
log

1

F p

)

;j

− p

F p+1
F ijhikh

k
j f
′v − ϑ′2

ϑ2

p

F p+1
F ijgijf

′v

+
ϑ′

ϑ

p+ 1

F p
f ′ +

ϑ′

ϑ

p− 1

F p
f ′v2 +

(
ϑ′2

ϑ2
− ϑ′′

ϑ

)
p

F p+1
F iju;iu;jf

′v

+

(
ϑ′′

ϑ
− ϑ′2

ϑ2

)
p

F p+1
F ij(u;iu;j − ‖∇u‖2gij)f ′v

− p

F p+1
F ijR̃m(x;i, ν, ν, x;j)f

′v + 2f ′
ϑ′

ϑ

p

F p+1
F iju;iv;j −

2

v
f ′

p

F p+1
F ijv;iv;j

− f ′′
p

F p+1
F ijv;iv;j + (p+ 1)

(
ϑ′′

ϑ′
− ϑ′

ϑ

)
p

F p+1
v−1F

− p

(
ϑ′′

ϑ
− ϑ′2

ϑ2

)
p

F p+1
F ijgij + p

(
ϑ′′

ϑ
− ϑ′2

ϑ2

)
p

F p+1
F iju;iu;j

− p

(
ϑ′′

ϑ′
− ϑ′

ϑ

)′
p

F p+1
F iju;iu;j .
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Sorting the terms appropriately and replacing (log 1/F p);i we get

(4.5)

ẇ − p

F p+1
F ijw;ij

≤ p

F p+1
F ijhikh

k
j (1− f ′v) +

p

F p+1
F ijR̃m(x;i, ν, ν, x;j)(1− f ′v)

+

(
ϑ′′

ϑ
− ϑ′2

ϑ2

)
p

F p+1
F ij(‖∇u‖2gij − u;iu;j)(1− f ′v)

+
p(p+ 1)

F p+1

ϑ′′

ϑ

(
−F ijgij +

ϑ

ϑ′
Fv−1 + c(f ′v + 1)F iju;iu;j

)

+
ϑ′2

ϑ2

p

F p+1

(
− F ijgijf ′v +

ϑ

ϑ′
p+ 1

p
f ′F +

ϑ

ϑ′
p− 1

p
f ′Fv2

− (p+ 1)
ϑ

ϑ′
Fv−1 + pF ijgij

)
+
ϑ′2

ϑ2

p

F p+1
F iju;iu;j(f

′v − 1)

+ (p− 1)2ϑ
′2

ϑ2

p

F p+1
F iju;iu;j +

p

F p+1
F ijw;iw;j − 2f ′

p

F p+1
F ijw;iv;j

− 2p

(
ϑ′′

ϑ′
− ϑ′

ϑ

)
p

F p+1
F ijw;iu;j + f ′2

p

F p+1
F ijv;iv;j

− 2pf ′
(
ϑ′′

ϑ′
− ϑ′

ϑ

)
p

F p+1
F ijv;iu;j + 2f ′

ϑ′

ϑ

p

F p+1
F iju;iv;j

− 2

v
f ′

p

F p+1
F ijv;iv;j − f ′′

p

F p+1
F ijv;iv;j .

Now choose

f(v) = − log

(
v−

1
2 − 3

4

)

where in the sequel we only consider sufficiently large times where v
1
2 < 4

3 . Then

f ′ =
1

2

v−
3
2

v−
1
2 − 3

4

, f ′′ = −3

4

v−
5
2

v−
1
2 − 3

4

+
1

4

v−3

(
v−

1
2 − 3

4

)2 , f ′v =
1

2

v−
1
2

v−
1
2 − 3

4

≥ 3

2

and

f ′2 − 2

v
f ′ − f ′′ = − v−

5
2

v−
1
2 − 3

4

+
3

4

v−
5
2

v−
1
2 − 3

4

= −1

4

v−
5
2

v−
1
2 − 3

4

≤ − 3

4v2
.

Hence, using Cauchy-Schwarz on F iju;iv;j , we can estimate further:

ẇ − p

F p+1
F ijw;ij

≤ p(p+ 1)

F p+1

ϑ′′

ϑ

(
−F ijgij +

ϑ

ϑ′
Fv−1 + cε(f

′v + 1)F iju;iu;j

)

+
ϑ′2

ϑ2

p

F p+1

(
pF ijgij − F ijgijf ′v + 2

ϑ

ϑ′
f ′F − (p+ 1)

ϑ

ϑ′
Fv−1 + F ijgij‖∇u‖2f ′v

+ cε(f
′v + 1)F iju;iu;j

)
+

p

F p+1
F ijv;iv;j

(
− 3

4v2
+
εc

v
f ′
)

+
p

F p+1
F ijw;iw;j − 2f ′

p

F p+1
F ijw;iv;j − 2p

(
ϑ′′

ϑ′
− ϑ′

ϑ

)
p

F p+1
F ijw;iu;j

< 0
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at maximal points of w, if ε is chosen small, ‖∇u‖ is small enough (which happens eventually)
and w is large. Hence w is bounded. �

We need a similar estimate of the rescaled principal curvatures.

4.4. Lemma. Under the assumptions of Theorem 1.3 (ii), along (1.1) there exists a constant
c, such that

κn ≤ c
ϑ′

ϑ
.

Proof. Define

z = log hnn + log
ϑ

ϑ′
+ f(v).

We estimate the evolution of z directly from (2.17), Lemma 4.1 and (4.4) and, as in the proof
of Proposition 3.4, from the start calculate in a maximal point of z in coordinates such that

gij = δij , hij = κiδij , κ1 ≤ · · · ≤ κn.
First of all there holds

F klR̃m(x;l, x;j , x;k, x;m)him + F klR̃m(x;l, x;r, x;k, x;m)hmj g
ri

+ 2F klR̃m(x;r, x;m, x;k, x;j)h
m
l g

ri

= 2F kkR̃m(x;n, x;k, x;k, x;n)(κk − κn) ≤ 0,

since the sectional curvatures of σ are non-negative.
Due to Lemma 2.4 we have

‖R̃m‖ ≤ c

ϑ2
, ‖∇̄R̃m‖ ≤ c ϑ

′

ϑ3
,

and we get

F kl∇̄Rm(ν, x;k, x;r, x;l, x;j)g
ri + F kl∇̄Rm(ν, x;r, x;j , x;k, x;l)g

ri

≤ c
ϑ′3

ϑ3
‖∇u‖2F kk + c

ϑ′

ϑ3
‖∇u‖F kk ,

where we have used that the terms in (2.7) involving r;α are cancelled , since T̄ carries the
symmetries of a curvature tensor.

Hence

ż − p

F p+1
F ijz;ij

≤ p

F p+1
F ij(log hnn);i(log hnn);j +

p

F p+1
F ijhikh

k
j (1− f ′v)− p+ 1

F p
hnn

+
ϑ′2

ϑ2

p

F p+1
F kk (1− f ′v)− ϑ′2

ϑ2

p− 1

F p
κ−1
n −

(
ϑ′′

ϑ
− ϑ′2

ϑ2

)
p

v2F p+1
F kk

+

(
ϑ′′

ϑ
− ϑ′2

ϑ2

)
p+ 1

v2F p
κ−1
n + c(1 + |f ′|)ϑ

′2

ϑ2

p

F p+1
F kk ‖∇u‖2

+ c
ϑ′2

ϑ2

1

F p
‖∇u‖2κ−1

n +
c

F p+1

ϑ′3

ϑ3
‖∇u‖2κ−1

n F kk +
c

F p+1

ϑ′

ϑ3
‖∇u‖κ−1

n F kk

+ f ′
ϑ′

ϑ

p+ 1

F p
+ f ′

ϑ′

ϑ

p− 1

F p
v2 + 2f ′

ϑ′

ϑ

p

F p+1
F iju;iv;j −

2f ′

v

p

F p+1
F ijv;iv;j

− f ′′
p

F p+1
F ijv;iv;j +

(
ϑ′

ϑ
− ϑ′′

ϑ′

)
p+ 1

F p
v−1 −

(
ϑ′2

ϑ2
− ϑ′′

ϑ

)
p

F p+1
F kk .
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Hence

(4.6)

ż − p

F p+1
F ijz;ij

≤ p

F p+1
F ij(log hnn);i(log hnn);j +

p

F p+1
F ijhikh

k
j (1− f ′v)

+
ϑ′2

ϑ2

p

F p+1
F kk (1− f ′v)− p+ 1

F p

(
κn −

ϑ′

ϑ
f ′
)

+

(
ϑ′′

ϑ′
− ϑ′

ϑ

)
p+ 1

F p
v−1

(
v−1κ−1

n

ϑ′

ϑ
− 1

)
+
ϑ′

ϑ

p− 1

F p

(
f ′v2 − ϑ′

ϑ
κ−1
n

)

+
ϑ′2

ϑ2

(
ϑ′

ϑ
κ−1
n + 1

)
c(1 + |f ′|)
F p+1

F kk ‖∇u‖2 +
ϑ′2

ϑ2

c

F p
‖∇u‖2κ−1

n

+
c

F p+1

ϑ′

ϑ3
‖∇u‖κ−1

n F kk + 2f ′
ϑ′

ϑ

p

F p+1
F iju;iv;j −

2f ′

v

p

F p+1
F ijv;iv;j

− f ′′
p

F p+1
F ijv;iv;j .

Furthermore we insert

(log hnn);i = z;i −
(
ϑ′

ϑ
− ϑ′′

ϑ′

)
u;i − f ′v;i

and hence

ż − p

F p+1
F ijz;ij

≤ p

F p+1
F ijhikh

k
j (1− f ′v) +

ϑ′2

ϑ2

p

F p+1
F kk (1− f ′v)− p+ 1

F p

(
κn −

ϑ′

ϑ
f ′
)

+

(
ϑ′′

ϑ′
− ϑ′

ϑ

)
p+ 1

F p
v−1

(
v−1κ−1

n

ϑ′

ϑ
− 1

)
+
p− 1

F p

(
ϑ′

ϑ
f ′v2 − ϑ′2

ϑ2
κ−1
n

)

+
ϑ′2

ϑ2

(
ϑ′

ϑ
κ−1
n + 1

)
c(1 + |f ′|)
F p+1

F kk ‖∇u‖2 +
ϑ′2

ϑ2

c

F p
‖∇u‖2κ−1

n

+
c

F p+1

ϑ′

ϑ3
‖∇u‖κ−1

n F kk + 2f ′
ϑ′

ϑ

p

F p+1
F iju;iv;j

+
p

F p+1
F ijv;iv;j

(
f ′2 − 2f ′

v
− f ′′

)
+ 2

(
ϑ′

ϑ
− ϑ′′

ϑ′

)
f ′

p

F p+1
F iju;iv;j

+
p

F p+1
F ijz;iz;j − 2

p

F p+1
F ijz;i

(
f ′v;j +

(
ϑ′

ϑ
− ϑ′′

ϑ′

)
u;j

)
.

Pick

f(v) = − log(v−α − β),

where

0 < β <
1

2v
, 1− β

2
< α < 1.

Then

1− f ′v =
(1− α)v−α − β

v−α − β ≤ β( v
−α

2 − 1)

v−α − β ≤ −β
2
< 0

and

f ′2 − 2

v
f ′ − f ′′ =

αv−(α+2)

v−α − β (α− 1) ≤ 3

4

α− 1

v2
< 0.
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Hence at a maximal point of z there holds

ż − p

F p+1
F ijz;ij

≤ 1

F p

(
−(p+ 1)hnn + c

ϑ′

ϑ
+ c

ϑ′2

ϑ2
(hnn)−1

)

+
ϑ′2

ϑ2

p

F p+1
F kk

(
−β

2
+ cε

(
1 +

ϑ′

ϑ
κ−1
n

)
‖∇u‖2 + c

ϑ′

ϑ

‖∇u‖
ϑ′2

κ−1
n

)

+

(
3

4

α− 1

v2
+ εcf ′

)
p

F p+1
F ijv;iv;j ,

where we used

2|F iju;iv;j | ≤
εϑ

ϑ′
F ijv;iv;j +

ϑ′

εϑ
F iju;iu;j

with sufficiently small ε. In case supr>0 ϑ
′(r) =∞ or p < 1, we have ‖∇u‖2 → 0 and hence

the result follows from the maximum principle. If ϑ′ ≤ c and p = 1 we supposed that

F = n
Hk+1

Hk

which implies F kk ≤ c, cf. [49, Lemma 2.7], and hence

ϑ′2

ϑ2

p

F p+1
F kk ≤ c

ϑ′

ϑ

1

F p

due to Lemma 4.3. Hence the term −(p+ 1)hnn dominates the whole evolution and we also
obtain the bound on z in this case. �

4.5. Remark. Lemma 4.4 is the only place where we need that F has this special form in
case of bounded ϑ′. Of course the Euclidean case is excluded from this restriction, since the
error terms involving ‖∇u‖2 will not appear here. However, the Euclidean case has already
been settled in [22].

4.2. Decay. The global bounds from Lemma 4.3 and Lemma 4.4 as well as

F|∂Γ = 0

imply that the rescaled principal curvatures

κ̃i =
ϑ

ϑ′
κi

range in a compact subset of Γ and hence the elliptic operator dhF is uniformly bounded,

c‖ξ‖2 ≤ dhF (ξ, ξ) ≤ C‖ξ‖2.

The aim of this final section is to show that all κ̃i actually behave according to the
convergence rates described in Theorem 1.3. The following two lemmata prepare this result.
Throughout this whole section, the procedure is similar to the one in [60].

4.6. Lemma. Under the assumptions of Theorem 1.3 (ii), along (1.1) there exist constants
µ and c, such that

ϑ′

ϑ

1

F
− 1

n
≤ c

ϑ′µ
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Proof. We only have to consider the case that ϑ′ is unbounded. Come back to the proof of
Lemma 4.3 and consider (4.5) with

f(v) = log v.

Hence from (4.5) we deduce that

z = log

(
1

F p

)
+ log v + p log ϑ′ − p log ϑ+ p log n

satisfies

ż − p

F p+1
F ijz;ij

≤ p(p+ 1)

F p+1

ϑ′′

ϑ

(
−F ijgij +

ϑ

ϑ′
Fv−1 + c‖∇u‖2

)

+
ϑ′2

ϑ2

p

F p+1

(
(p− 1)F ijgij +

1− p2

p

ϑ

ϑ′
Fv−1 +

ϑ

ϑ′
p− 1

p
Fv + c‖∇u‖2

)

+
p

F p+1
F ijz;iz;j −

2

v

p

F p+1
F ijz;iv;j − 2p

(
ϑ′′

ϑ′
− ϑ′

ϑ

)
p

F p+1
F ijz;iu;j

≤ np(p+ 1)

F p+1

ϑ′′

ϑ

(
−1 + e−

z
p + c‖∇u‖2

)
+
np(1− p)
F p+1

ϑ′2

ϑ2

(
−1 + e−

z
p + c‖∇u‖2

)

+
p

F p+1
F ijz;iz;j −

2

v

p

F p+1
F ijz;iv;j − 2p

(
ϑ′′

ϑ′
− ϑ′

ϑ

)
p

F p+1
F ijz;iu;j .

For µ ≥ 0 define

ρ = (ez − 1)ϑ′µ.

Then

ρ̇− p

F p+1
F ijρ;ij

=
(
ż − p

F p+1
z;ij

)
ezϑ′µ − p

F p+1
F ijz;iz;je

zϑ′µ + µ
ϑ′′

ϑ′

(
u̇− p

F p+1
F iju;iu;j

)
ρ

−
(
µ(µ− 1)

ϑ′′2

ϑ′2
+ µ

ϑ′′′

ϑ′

)
p

F p+1
F iju;iu;jρ

≤ np(p+ 1)

F p+1

ϑ′′

ϑ
e
p−1
p z
(

(1− e zp )ϑ′µ +
µ

np
F
ϑ

ϑ′
v−1e

1−p
p zρ

− µ

n(p+ 1)
F ijgije

1−p
p zρ+ cµ‖∇u‖2ϑ′µ

)

+
np(1− p)
F p+1

ϑ′2

ϑ2
e
p−1
p z
(
−e zp + 1 + c‖∇u‖2

)
ϑ′µ − 2

v

p

F p+1
F ijz;iv;je

zϑ′µ

− 2p

(
ϑ′′

ϑ′
− ϑ′

ϑ

)
p

F p+1
F ijz;iu;je

zϑ′µ.

Now we estimate at maximal points of ρ and thus may assume z > 0. Then, also using

0 = ϑ′−µρ;i = z;ie
z + µ

ϑ′′

ϑ′
(ez − 1)u;i,
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we obtain

(4.7)

ρ̇− p

F p+1
F ijρ;ij

≤ np(p+ 1)

F p+1

ϑ′′

ϑ
e
p−1
p z
(
− ρ+

µ

np
F
ϑ

ϑ′
v−1e

1−p
p zρ

− µ

n(p+ 1)
F ijgije

1−p
p zρ+ c‖∇u‖2ϑ′µ

)

+
np(1− p)
F p+1

ϑ′2

ϑ2
e
p−1
p z
(
−ρ+ c‖∇u‖2ϑ′µ

)
,

which is negative for sufficiently small µ and large times, due to Lemma 3.3 and the remarks
at the beginning of this section. The proof is complete. �
4.7. Lemma. Under the assumptions of Theorem 1.3 (ii), along (1.1) the i-th rescaled prin-
cipal curvature converges uniformly to 1,∣∣∣∣vκi

ϑ

ϑ′
− 1

∣∣∣∣→ 0,

provided ϑ′ is unbounded.

Proof. Using (4.6) with f(v) = log v we obtain that

z = log hnn + log
ϑ

ϑ′
+ log v

satisfies

ż − p

F p+1
F ijz;ij

≤ p

F p+1
F ij(log hnn);i(log hnn);j + c

ϑ′2

ϑ2

1

F p+1
‖∇u‖2 − p+ 1

F p
ϑ′

ϑ
v−1 (ez − 1)

+

(
ϑ′′

ϑ′
− ϑ′

ϑ

)
p+ 1

F p
v−1

(
e−z − 1

)
+
ϑ′

ϑ

p− 1

F p
v
(
1− e−z

)
+

c

F p+1

1

ϑ2
‖∇u‖

=
p

F p+1
F ij(log hnn);i(log hnn);j −

ϑ′′

ϑ′
p+ 1

F p
v−1(1− e−z) + c

ϑ′2

ϑ2

1

F p+1
‖∇u‖2

− ϑ′

ϑ

p+ 1

F p
v−1e−z(ez − 1)2 +

ϑ′

ϑ

p− 1

F p
v
(
1− e−z

)
+

c

F p+1

1

ϑ2
‖∇u‖.

Define
ρ = (ez − 1)ϑ′µ,

with µ ≥ 0. ρ satisfies

ρ̇− p

F p+1
F ijρ;ij

=
(
ż − p

F p+1
z;ij

)
ezϑ′µ − p

F p+1
F ijz;iz;je

zϑ′µ + µ
ϑ′′

ϑ′

(
u̇− p

F p+1
F iju;iu;j

)
ρ

−
(
µ(µ− 1)

ϑ′′2

ϑ′2
+ µ

ϑ′′′

ϑ′

)
p

F p+1
F iju;iu;jρ

≤ − ϑ′′

ϑ′
p+ 1

F p
v−1ρ− ϑ′

ϑ

p+ 1

F p
v−1(ez − 1)ρ− ϑ′

ϑ

1− p
F p

vρ+
ϑ′2

ϑ2

c

F p+1
‖∇u‖2ϑ′µ

+
c

F p+1

1

ϑ2
‖∇u‖ϑ′µ +

p

F p+1
F ij(log hnn);i(log hnn);je

zϑ′µ

− p

F p+1
F ijz;iz;je

zϑ′µ + µ
ϑ′′

ϑ′
p+ 1

F p
v−1ρ− µϑ

′′

ϑ

p

F p+1
F ijgijρ.
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At spatial maxima of ρ we have

0 = ϑ′−µρ;i = z;ie
z + µ

ϑ′′

ϑ′
(ez − 1)u;i

= hnn;iv
ϑ

ϑ′
+ hnn

(
ϑ

ϑ′

)

;i

v + hnn
ϑ

ϑ′
v;i + µ

ϑ′′

ϑ′
(ez − 1)u;i

and hence

F ij(log hnn);i(log hnn);j ≤ c
ϑ′2

ϑ2
‖∇u‖2.

We obtain at a maximal point where ρ > 0

(4.8)

ρ̇− p

F p+1
F ijρ;ij

≤ − ϑ′

ϑ

p+ 1

F p
v−1(ez − 1)ρ− ϑ′

ϑ

1− p
F p

vρ

+
n

F p
ϑ′′

ϑ′
v−1ρ

(
−µp v

F

ϑ′

ϑ
+ (p+ 1)

µ− 1

n

)
+
ϑ′2

ϑ2

c

F p+1
‖∇u‖2ϑ′µ

+
c

F p+1

1

ϑ2
‖∇u‖ϑ′µ

≤ ϑ′

ϑ

p+ 1

vF p

(
−1− p
p+ 1

ρ− (ez − 1)ρ+ c‖∇u‖2ϑ′µ +
cϑ′µ

ϑ′2
‖∇u‖

)

+
n

F p
ϑ′′

ϑ′
v−1ρ

(
−µp v

F

ϑ′

ϑ
+ (p+ 1)

µ− 1

n

)
.

Set
ρ̃(t) = max

M
ρ(t, ·).

Note that ρ̃ is Lipschitz continuous, hence differentiable almost everywhere in (0,∞) and at
points of differentiability there holds

˙̃ρ(t) =
∂ρ

∂t
(t, xt),

where
ρ(t, xt) = ρ̃(t),

cf. [23, Lemma 6.3.2]. The original idea of this useful fact goes back to Hamilton [30,
Lemma 3.5]. Choosing µ > 0 small enough, ‖∇u‖2ϑ′µ converges to zero due to Lemma 3.3
and we obtain that for sufficiently large t,

˙̃ρ(t) ≤ 0

on the set {ρ̃ ≥ 1}, provided p < 1. Hence in this case ρ is bounded. In case p = 1 we set
µ = 0 and obtain that for all ε > 0 there exist δε > 0 and Tε, such that for all t ≥ Tε where
ρ̃ is differentiable, there holds

ρ̃(t) ≥ ε ⇒ ˙̃ρ(t) < −δε.
[58, Lemma 4.2] implies lim supt→∞ ρ̃ ≤ 0. Hence

lim sup
t→∞

vκn
ϑ

ϑ′
≤ 1

in both cases. Now
n∑

i=1

(
1− vκi ϑϑ′

)

nvF ϑ
ϑ′

=
n− vH ϑ

ϑ′

nvF ϑ
ϑ′
≤ n− vF ϑ

ϑ′

nvF ϑ
ϑ′
≤ ϑ′

Fϑ
− 1

n
≤ cϑ′−µ
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and hence

(4.9) 1− vκ1
ϑ

ϑ′
≤ cϑ′−µ +

n∑

i=2

(
vκi

ϑ

ϑ′
− 1

)
.

The proof is complete. �

Now we are in the position to optimise the decay estimates. We start with the gradient.

4.8. Lemma. Under the assumption of Theorem 1.3 (ii) the function

z̃ = |∇̂ϕ|2ϑ′2p

is uniformly bounded. If p = 1, then additionally there exist constants c and α such that

|∇̂ϕ|2 ≤ ce−αt.
Proof. If ϑ′ is unbounded, using Lemma 4.7 we can rewrite the evolution of

z = f(u)|∇̂ϕ|2

from (3.2) with
f(u) = ϑ′γ(u)

at maximal points as

(4.10)

Lz ≤ 2z

F p+1

(
(p− 1)

ϑ′

ϑ
vF − pϑ

′′

ϑ
F kk + γ

p+ 1

2

ϑ′′

ϑ′
F

v
− γnp

2

ϑ′′

ϑ

)

− 2f

ϑ2

p

F p+1
F kl g̃

lrR̂mikrϕ
iϕm +

p

F p+1
F krukurz

(
2
f ′2

f2
− f ′′

f
− f ′

f

ϑ′

ϑ

)

≤ 2z

F p+1

(
o(1)

ϑ′2

ϑ2
+ n(p− 1)

ϑ′2

ϑ2
− npϑ

′′

ϑ
+
γn

2

ϑ′′

ϑ

)

− 2f

ϑ2

p

F p+1
F kl g̃

lrR̂mikrϕ
iϕm.

Since we want to bound z, it suffices to consider spatial maxima at which z is positive. At
such there holds

(4.11) Lz ≤ 2z

F p+1

ϑ′2

ϑ2

(
o(1) + n(p− 1)− n

(
p− γ

2

) ϑ′′ϑ
ϑ′2
− p

ϑ′2
R̂c

(
∇̂ϕ
|∇̂ϕ|

,
∇̂ϕ
|∇̂ϕ|

))
.

In case p < 1 with γ = 2p, the right hand side is eventually negative for large t, since only
the case of unbounded ϑ′ has to be considered to prove the first statement. In case p = 1 we
put γ = 0 and use the first estimate in (4.10) if ϑ′ is bounded, whereas if ϑ′ is unbounded
we use (4.11), to get

Lz ≤ −δz
for some δ and large times. The exponential decay follows. To prove the remaining claim,
we evaluate (3.3) with

f = ϑ′2, p = 1

and see

Lz ≤ − 2

F 2

ϑ′′

ϑ

(
1 + 1− ce−αt − 2

)
F kk z +

c

F 2

ϑ′2

ϑ2
e−αtz.

Hence the function
z̄(t) = max

S0
z(t, ·)

satisfies
˙̄z ≤ ce−αtz̄
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and is thus bounded. �

We optimise the convergence rate of the rescaled principal curvatures.

4.9. Lemma. Under the assumptions of Theorem 1.3 (ii), along (1.1) there exists a constant
c, such that for all 1 ≤ i ≤ n, the i-th rescaled principal curvature satisfies

∣∣∣∣vκi
ϑ

ϑ′
− 1

∣∣∣∣ ≤
ct

ϑ′p(p+1)
,

where we may drop the t-factor if p < 1 or if ϑ′ is bounded.

Proof. Only the case that ϑ′ is unbounded has to be considered.
(i) First we optimise the decay in Lemma 4.6. Using the optimal gradient estimates

Lemma 4.8, we see from (4.7) that Lemma 4.6 holds with any µ < p(p + 1), if c is allowed
to depend on a lower bound of p(p+ 1)− µ.

Now consider the function ρ defined in the proof of Lemma 4.7 and obtain from (4.8) with
µ < p(p+ 1) at points where ρ ≥ 1 that

ρ̇− p

F p+1
F ijρ;ij

≤ ϑ′

ϑ

p+ 1

vF p

(
−1− p
p+ 1

ρ+ c‖∇u‖2ϑ′µ +
cϑ′µ

ϑ′2
‖∇u‖

)

+
n

F p
ϑ′′

ϑ′
v−1ρ

(−pµ
n

+ o(1) + (p+ 1)
µ− 1

n

)

=
ϑ′

ϑ

p+ 1

vF p

(
−1− p
p+ 1

ρ+ c‖∇u‖2ϑ′µ +
cϑ′µ

ϑ′2
‖∇u‖

)

+
1

F p
ϑ′′

ϑ′
v−1ρ (µ− (p+ 1) + o(1))

< 0

in case p < 1 for large times. In case p = 1 the right hand side of this inequality eventually
decays exponentially and thus

ρ ≤ c
in both cases. Hence for any µ < p(p+ 1) we have

vκn
ϑ

ϑ′
− 1 ≤ cµ

ϑ′µ
.

Now putting µ = p(p + 1) in (4.7) we see that the function ρ defined in the proof of
Lemma 4.6 satisfies at positive maximal points with ρ ≥ 1

ρ̇− p

F p+1
F ijρ;ij

≤ np(p+ 1)

F p+1

ϑ′′

ϑ
e
p−1
p z
(
− ρ+ (p+ 1)

F

n

ϑ

ϑ′
v−1e

1−p
p zρ− pρ+ c‖∇u‖2ϑ′p(p+1)

)

+
np(1− p)
F p+1

ϑ′2

ϑ2
e
p−1
p z
(
−ρ+ c‖∇u‖2ϑ′p(p+1)

)

<
np(p+ 1)

F p+1

ϑ′′

ϑ
e
p−1
p z
(
cϑ′−pρ+ c‖∇u‖2ϑ′p(p+1)

)

+
np(1− p)
F p+1

ϑ′2

ϑ2
e
p−1
p z
(
−ρ+ c‖∇u‖2ϑ′p(p+1)

)
.
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In case p < 1 we use
ϑ′′

ϑ
≤ cϑ

′2

ϑ2

to absorb every decaying term into −ρ in the second line. In case p = 1 we use

ϑ′−pρ ≤ c
to conclude

ρ̇− p

F p+1
F ijρ;ij ≤ c.

Hence we obtain
ϑ′

ϑ

1

F
− 1

n
≤ ct

ϑ′p(p+1)
,

and the same without the t-factor in case p < 1.
(ii) In the second step we optimise the convergence rate in Lemma 4.7. Therefore we

consider the function ρ defined in that proof and obtain from (4.8) with µ = p(p + 1) at
points where ρ ≥ 1 that

ρ̇− p

F p+1
F ijρ;ij

≤ ϑ′

ϑ

p+ 1

vF p

(
−1− p
p+ 1

ρ+ c‖∇u‖2ϑ′p(p+1) +
cϑ′p(p+1)

ϑ′2
‖∇u‖

)

+
n

F p
ϑ′′

ϑ′
v−1ρ

(−p2(p+ 1)

n
+ o(1) + (p+ 1)

p(p+ 1)− 1

n

)

=
ϑ′

ϑ

p+ 1

vF p

(
−1− p
p+ 1

ρ+ c‖∇u‖2ϑ′p(p+1) +
cϑ′p(p+1)

ϑ′2
‖∇u‖

)

+
1

F p
ϑ′′

ϑ′
v−1ρ

(
p2 − 1 + o(1)

)

≤ 0

in case p < 1 for large times. In case p = 1 the right hand side of this inequality is bounded
and thus

ρ ≤ ct
in this case. Estimating (4.9) with the optimised bounds completes the proof. �

We finish the proof of Theorem 1.3 by proving the final statement about the exponential
decay in item (ii). The function

z = log ϑ(u)− t

n
defined on [0,∞)× S0 satisfies

ż =
vϑ′

ϑF (W)
− 1

n
=

v

F
(

1
v δ
i
j + 1

v3ϑ2uiuj − 1
vϑ′ϑ g̃

ikukj
) − 1

n
= G(y, z, ∇̂z, ∇̂2z).

Hence
∂G

∂zij
=

ϑ′−2

F 2
(
ϑ
ϑ′W

)F ikg̃kj ,

which is uniformly elliptic, since ϑ′ is globally bounded. z is uniformly bounded, as can be
seen similarly as in [60, Prop. 3.1, Lemma 3.2]. Furthermore

|∇̂z| ≤ c|∇̂ϕ| ≤ ce−αt

and
|∇̂2ϕ| ≤ c.
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Applying the regularity results of Krylov and Safonov as well as Schauder theory, we obtain
uniform Cm-bounds for z. Due to interpolation we get

|∇̂2ϕ| ≤ ce−αt,

which implies (1.3) with t replaced by e−αt.

4.10. Remark. The previous argument is precisely the way to deduce a uniform bound on
the rescaled principal curvatures for the inverse mean curvature flow, when ϑ′ is bounded,
as it was performed in [52, 71]. The crucial point is here, that one does not need curvature
estimates to have F ij uniformly elliptic. One only needs a bound on the rescaled speed

H̃ =
ϑ

ϑ′
H.

Then the above argumentation applies.

References

1. Brian Allen, Long time existence of IMCF on metrics conformal to warped product manifolds, preprint,
arxiv:1708.02535, 2017.

2. Ben Andrews, Harnack inequalities for evolving hypersurfaces, Math. Z. 217 (1994), no. 1, 179–197.

3. , Evolving convex curves, Calc. Var. Partial Differ. Equ. 7 (1998), no. 4, 315–371.
4. , Pinching estimates and motion of hypersurfaces by curvature functions, J. Reine Angew. Math.

608 (2007), 17–33.

5. Simon Brendle, Pei-Ken Hung, and Mu Tao Wang, A Minkowski inequality for hypersurfaces in the
anti-de Sitter-Schwarzschild manifold, Commun. Pure Appl. Math. 69 (2016), no. 1, 124–144.

6. Paul Bryan, Mohammad N. Ivaki, and Julian Scheuer, Harnack inequalities for evolving hypersurfaces

on the sphere, to appear in Commun. Anal. Geom., arxiv:1512.03374, 2015.
7. , Harnack inequalities for curvature flows in Riemannian and Lorentzian manifolds, preprint,

arxiv:1703.07493, 2017.
8. Ildefonso Castro and Ana Lerma, Lagrangian homothetic solitons for the inverse mean curvature flow,

Result. Math. 71 (2017), no. 3–4, 1109–1125.

9. Daguang Chen, Haizhong Li, and Tailong Zhou, A Penrose type inequality for graphs over Reissner-
Nordström-anti-deSitter manifold, preprint, arxiv:1710.02340, 2017.

10. Li Chen and Jing Mao, Non-parametric inverse curvature flows in the AdS-Schwarzschild manifold, J.

Geom. Anal. (2017), doi:10.1007/s12220-017-9848-6.
11. Bennett Chow, Lii-Perng Liou, and Dong-Ho Tsai, Expansion of embedded curves with turning angle

greater than −π, Invent. Math. 123 (1996), no. 3, 415–429.

12. Bennett Chow and Dong-Ho Tsai, Geometric expansion of convex plane curves, J. Differ. Geom. 44
(1996), no. 2, 312–330.

13. , Expansion of convex hypersurfaces by nonhomogeneous functions of curvature, Asian J. Math.
1 (1997), no. 4, 769–784.

14. , Nonhomogeneous Gauss curvature flows, Indiana Univ. Math. J. 47 (1998), no. 3, 965–994.

15. Tzs-Kiu Aaron Chow, Ka-Wing Chow, and Frederick Tsz-Ho Fong, Self-expanders to inverse curvature
flows by homogeneous functions, preprint, arxiv:1701.03995, 2017.

16. Levi Lopes De Lima and Frederico Girao, An Alexandrov-Fenchel-type inequality in hyperbolic space

with an application to a Penrose inequality, Ann. Henri Poincaré 17 (2016), no. 4, 979–1002.
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LOCALLY CONSTRAINED INVERSE CURVATURE FLOWS

JULIAN SCHEUER AND CHAO XIA

Abstract. We consider inverse curvature flows in warped product manifolds, which are

constrained subject to local terms of lower order, namely the radial coordinate and the

generalized support function. Under various assumptions we prove longtime existence
and smooth convergence to a coordinate slice. We apply this result to deduce a new

Minkowski type inequality in the anti-de-Sitter Schwarzschild manifolds and a weighted

isoperimetric type inequality in the hyperbolic space.
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1. Introduction

In this paper we deduce convergence results for hypersurface flows in (n+ 1)-dimensional
warped product spaces

Nn+1 = (a, b)× Sn.

The metric on N is supposed to have the form

ḡ = dr2 + λ2(r)σ,

where λ is a positive warping factor and σ is the round metric on Sn. Precisely, let M = Mn

be a closed, connected and orientable smooth manifold, then for a family of embeddings

x : [0, T ∗)×M → N,
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which satisfy the flow equation

(1.1)
ẋ =

(
n

F
− u

λ′(r)

)
ν

x(0, ·) = x0,

we will prove long time existence and smooth convergence to a slice {r = const}. F is a
function of the principal curvatures satisfying several natural properties to be specified later,
u is the support function

(1.2) u = ḡ(λ(r)∂r, ν)

and x0 is an initial embedding of M , the image of which is a graph over Sn,

M0 = x0(M) = {(r0(y), y) : y ∈ Sn}.
Before we state the main results in detail, cf. Theorem 1.1, Theorem 1.3 and Theorem 1.5,

let us give a brief overview over recent related work and our motivation to consider this flow.
Curvature driven hypersurface flows have attracted a lot of attention for about the last

four decades, starting with the mean curvature flow, [5, 29, 30], and several fully non-
linear (1-homogeneous) analogues involving the scalar curvature, the Gaussian curvature
and more general functions of the principal curvatures, [2, 3, 10, 11]. Beside these con-
tracting flows also expanding flows for star-shaped hypersurfaces have been considered,
[17, 21, 22, 23, 39, 40, 42]. The most prominent example of an expanding flow is the inverse
mean curvature flow, a weak notion of which was used by Huisken and Ilmanen to prove the
Riemannian Penrose inequality, [32]. Various other applications of contracting and expand-
ing flows include a classification of 2-convex n-dimensional hypersurfaces using the mean
curvature flow with surgery, due to Huisken and Sinestrari for n ≥ 3, [34], various extensions
of geometric inequalities of Alexandrov-Fenchel-type to non-convex hypersurfaces, [8], [25],
new Alexandrov-Fenchel-type inequalities in the hyperbolic space [12, 15, 44, 45] and in the
sphere [24, 36, 45].

These contracting and expanding flows all have the property of some sort of singularity
formation, where however, in the optimal case, the singularities in the expanding case are
quite easy to deal with and only manifest themselves in a uniform convergence to infinity or
to a minimal hypersurface, if present. Still it seems tempting to directly define a flow which
prevents this singularity formation, for example by adding a constraining term. The first
example of such flows is the volume preserving mean curvature flow which has the form

(1.3) ẋ =

(
1

|Mt|

ˆ

Mt

H −H
)
ν.

It has the nice property that additionally to keeping the enclosed volume fixed it also de-
creases the surface area, making it a natural candidate to prove the isoperimetric inequality,
once one can show that it drives hypersurfaces to round spheres. In [31] this was accom-
plished for strictly convex hypersurfaces of the Euclidean space. Similar flows, which preserve
higher order curvature integrals, where considered for example in [37, 38] and in [9] for flows
in the hyperbolic space. Note however that the global term involved in this equation adds
such heavy complications, that these nonlocal flows until now only allowed a quite restricted
class of hypersurfaces, namely convex ones in the Euclidean space and horo-convex1 ones
in the hyperbolic space. Beside some perturbation results, in the sphere there are even no
results at all, [1].

1A hypersurface in the hyperbolic space is called horo-convex if all its principal curvatures are greater or

equal than 1.
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However, using the Minkowski identity in Rn+1,
ˆ

M

H 〈x, ν〉 = n|M |,

it is possible to define a constrained flow, which involves no global term and still preserves
enclosed volume while decreasing the surface area. In the Euclidean space it reads

ẋ = (n−H 〈x, ν〉)ν
and in warped products as above with warping factor λ(r) it has to be

(1.4) ẋ = (nλ′(r)−Hu)ν,

where u is defined as (1.2). This beautiful flow was invented by Guan and Li in [26],
where they proved longtime existence and smooth convergence to a round sphere when the
ambient space is a space form. Together with Mu-Tao Wang they generalized this result to
a broader class of ambient warped products with mild assumptions on λ in [28]. The major
advantage compared to the classical volume preserving mean curvature flow (1.3) is that
the C0-estimates a.k.a. barriers are for free due to the maximum principle. Hence only the
starshapedness of the initial hypersurface is required, namely that it is a graph in the warped
product (a, b)×Sn over the base Sn. This result allows to deduce an isoperimetric inequality
for such graphs in quite general warped products. See also [27] for a fully nonlinear extension
of this flow.

On the other hand, Brendle, Guan and Li [7] designed an inverse type constrained curva-
ture flow in space forms,

(1.5) ẋ =

(
nλ′

F
− u
)
ν.

Compared to the mean curvature type constrained flow (1.4), this flow seems more appropri-
ate for higher order isoperimetric type inequalities – the Alexandrov-Fenchel type inequalities
for quermassintegrals – in space forms, for the reason that the higher order Minkowski iden-
tities imply that for

F = n
Hk

Hk−1

the k-th quermassintegral is preserved, while the (k + 1)-th quermassintegral is decreasing.
However, the study of (1.5) is quite subtle from the PDE point of view and until today no
satisfactory complete result has been achieved. Some convergence results are proved in [7]
when the initial hypersurface is already close to a sphere. A full convergence result for closed,
starshaped and k-convex initial hypersurfaces would prove the quermass Alexandrov-Fenchel
inequalities for such hypersurfaces. For horo-convex domains these have been established by
Wang and the second author [44] using a global quermassintegral preserving curvature flow.

Guan-Li’s considerations motivate us to study another kind of constrained flow, the con-
strained inverse curvature flow (1.1) in general warped product spaces. Compared to (1.5),
we are able to prove the longtime existence and smooth convergence of (1.1) to a coordinate
slice under mild assumptions on the curvature function F , the warping factor λ and the
initial hypersurface. We use this result to deduce a new geometric inequality in the anti-
de-Sitter Schwarzschild manifolds, cf. Theorem 1.5, on which we will give more comments
later.

Let us first state the main results of this paper. Since our assumptions on the curvature
function and the initial embedding depend on the structure of the warping factor λ, we split
our flow results into two theorems. We start with the ambient space N = Sn+1

+ , in which
case λ(r) = sin r, r ∈ [0, π2 ).
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1.1. Theorem. Let x0(M) be the embedding of a closed n-dimensional manifold M into
Sn+1, such that x0(M) is strictly convex. Let

F = n
Hk

Hk−1
,

where Hk is the k-th normalized elementary symmetric polynomial of the principal curva-
tures. Then any solution x of (1.1) exists for all positive times and converges to a geodesic
slice in the C∞-topology.

Now we come to ambient spaces satisfying λ′′ ≥ 0. We obtain convergence results for a
large class of speeds and therefore make the following assumption.

1.2. Assumption. Let Γ ⊂ Rn be a symmetric, convex, open cone containing

Γ+ = {(κi) ∈ Rn : κi > 0}
and suppose that F is positive in Γ, strictly monotone, homogeneous of degree one and
concave with

F|∂Γ = 0, F (1, . . . , 1) = n.

1.3. Theorem. Let a, b ∈ R and (N, ḡ) be the warped space ((a, b)× Sn, dr2 + λ2(r)σ) with
λ > 0, λ′ > 0 and λ′′ ≥ 0. Let F ∈ C∞(Γ) satisfy Assumption 1.2 and let x0(M) be the
embedding of a closed n-dimensional manifold M into N , such that x0(M) is a graph over
the domain Sn and such that κ ∈ Γ for all n-tuples of principal curvatures along x0(M).
Then any solution x of (1.1) exists for all positive times and converges to a geodesic slice in
the C∞-topology.

1.4. Remark. The assumption λ′′ ≥ 0 is only used for deriving the uniform lower bound for
F . This assumption resembles the non-positivity of the ambient sectional curvature in the
radial direction, a property which was also crucial in the deduction of long-time existence of
the inverse mean curvature flow in warped product spaces, cf. [40].

Note that compared to the purely expanding inverse mean curvature flow

(1.6) ẋ =
1

H
ν,

which was treated in general warped products in [40], the set of assumptions on the warping
factor in Theorem 1.3 is quite small. In order to obtain convergence results of a purely
expanding flow, ones needs a lot of more global information about the ambient space. From
the viewpoint of geometric inequalities for hypersurfaces, only local information is required
and hence a constrained flow seems to be more promising than a flow of the form (1.6).
Indeed, in this paper, we use Theorem 1.3 to obtain the following geometric inequalities, one
weighted Minkowski-type inequality and one weighted isoperimetric type inequality.

1.5. Theorem. Let N = (a, b)× Sn be equipped with one of the anti-de-Sitter Schwarzschild
metrics or the hyperbolic metric, i.e.

λ′ =
√

1 + λ2 −mλ1−n, m ≥ 0.

Let Σ ⊂ N be a closed, star-shaped and mean-convex hypersurface, given by the function
r : Sn → (a, b), and let

Ω = {(s, y) ∈ N : a ≤ s ≤ r(y), y ∈ Sn}.
Then there hold

(1.7)

ˆ

Σ

Hλ′dµ− 2n

ˆ

Ω

λ′λ′′

λ
dN ≥ ξ1(|Σ|)
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and

(1.8)

ˆ

Σ

Hλ′dµ− 2n

ˆ

Ω

λ′λ′′

λ
dN ≥ ξ0

(
ˆ

Ω

λ′dN

)
,

where ξ0, ξ1 are the associated monotonically increasing functions for radial coordinate slices.
Equality holds if and only if Σ is a radial coordinate slice.

In particular, in the hyperbolic space, due to λ′′ = λ, inequality (1.8) reduces to

(1.9)
ˆ

Σ

Hλ′dµ− (n+ 1)n

ˆ

Ω

λ′dN ≥ n|Sn| 2
n+1

(
(n+ 1)

ˆ

Ω

λ′dN

)n−1
n+1

,

where λ′(r) = cosh r. Equality in (1.9) holds if and only if Σ is a geodesic sphere centred at
the origin. The second author proved a Minkowski type inequality in [46] stating that for a
closed horo-convex hypersurface Σ ⊂ Hn+1 there holds

(
ˆ

Σ

λ′dµ

)2

≥ n+ 1

n

ˆ

Σ

Hλ′dµ
ˆ

Ω

λ′dN.

Combining this with (1.9), we get:

1.6. Theorem. Let Σ be a closed horo-convex hypersurface in Hn+1 with the origin lying
inside Ω. Then

ˆ

Σ

λ′dµ ≥
[(

(n+ 1)

ˆ

Ω

λ′dN

)2

+ |Sn| 2
n+1

(
(n+ 1)

ˆ

Ω

λ′dN

) 2n
n+1

] 1
2

.

Equality holds if and only if Σ is a geodesic sphere centred at the origin.

1.7. Remark. Theorem 1.6 already appeared in the paper [16], where it is the case k = 0 in
Thm. 9.2. However, their proof relies on an invalid inequality, namely [16, equ. (9.8)], which
states

|Σ|n+1
n ≥ |Sn| 1n

ˆ

Σ

udµ

(
= |Sn| 1n (n+ 1)

ˆ

Ω

λ′dN

)
.

This inequality is already incorrect on geodesic spheres not centred at the origin. Theorem 1.6
fixes this gap in the proof of [16, Thm. 9.2].

1.8. Remark. By using the classical inverse mean curvature flow, Brendle-Hung-Wang proved
in [8] for a closed, star-shaped and mean-convex hypersurface Σ in anti-de-Sitter Schwarz-
schild space, that

(1.10)

ˆ

Σ

Hλ′dµ− (n+ 1)n

ˆ

Ω

λ′dN ≥ n|Sn| 1n
(
|Σ|n−1

n − |∂N |n−1
n

)
.

In particular, in the hyperbolic space, they get
ˆ

Σ

Hλ′dµ− (n+ 1)n

ˆ

Ω

λ′dN ≥ n|Sn| 1n |Σ|n−1
n .

(1.10) is different from (1.7), in the sense that the right hand side of (1.7) does not depend
on the horizon {a} × Sn.

Another nice corollary is given by the following area bound for star-shaped and mean
convex hypersurfaces in ambient spaces of non-positive radial curvature. It is neither clear
to the authors, whether this bound is evident by other means, nor if it has been recorded
before. It follows from Theorem 1.3, the monotonicity of area in these spaces, cf. (8.2), and
Remark 4.2.
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1.9. Corollary. Let a, b ∈ R and (N, ḡ) be the warped space ((a, b)× Sn, dr2 + λ2(r)σ) with
λ > 0, λ′ > 0 and λ′′ ≥ 0. Let Σ ⊂ N be a closed, star-shaped and mean-convex hypersurface,

Σ = {(r(y), y) ∈ N : y ∈ Sn}.
Then the area of Σ satisfies

|Σ| ≤ |Sn|λ (rmax)
n
,

where rmax = maxSn r.

It would be very interesting to find further monotone quantities along these flows, in
particular in a spherical ambient space.

The paper is organised as follows. In sections 2 and 3, we collect the notation and derive
the fundamental evolution equations for several geometric quantities. In sections 4 to 7, we
derive a priori estimates under various conditions on F and λ and in section 8 we complete
the proof of Theorem 1.1 and Theorem 1.3. Section 9 is devoted to prove monotonicity for
various geometric quantities and in turn the geometric inequalities in Theorem 1.5.

2. Notation and conventions

2.1. Conventions on Riemannian geometry.

Intrinsic Curvature. Let (Mn, g) be a Riemannian manifold. With respect to a local frame
(ei)1≤i≤n of the tangent bundle, let (gij) denote the coordinate functions of g with respect
to the basis (εi ⊗ εj)1≤i,j≤n, where εi denote the basis elements dual to ei. Let (gij) denote
the inverse matrix of (gij). For a (k, l)-tensor field T , the coordinates of which with respect
to this frame are given by

T = (T i1...ikj1...jl
),

we can define (k+1, l−1)-tensor fields by using the tangent-cotangent isomorphism induced
by g, e.g.

T
i1...ik+1

j1...jl−1
= T i1...ikj1...jl

gjlik+1 .

Of course we can also raise other indices to different slots, but it will always be apparent, or
explicitly stated, which one is meant.

The Lie-Bracket of two vector fields X,Y on M is given by

[X,Y ]ϕ = X(Y ϕ)− Y (Xϕ) ∀ϕ ∈ C∞(M).

Let ∇ be the Levi-Civita connection of g, then for a (k, l) tensor field T , its covariant
derivative ∇T is a (k, l + 1) tensor field given by

(∇T )(Y 1, . . . , Y k, X1, . . . , Xl, X)

= (∇XT )(Y 1, . . . , Y k, X1, . . . , Xl)

= X(T (Y 1, . . . , Y k, X1, . . . , Xl))− T (∇XY 1, Y 2, . . . , Y k, X1, . . . , Xl)− . . .
− T (Y 1, . . . , Y k, X1, . . . , Xl−1∇XXl).

We denote by ∇mT the m-th covariant derivative of T and its coordinates with respect to a
basis (ei)1≤i≤n are denoted by

∇mT =
(
T i1...ikj1...jl;jl+1...jl+m

)
,

where all indices appearing after the semicolon indicate covariant derivatives. The (1, 3)
Riemannian curvature tensor is defined by

(2.1) Rm(X,Y )Z = ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z,
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or with respect to the basis (ei),

Rm(ei, ej)ek = Rijk
lel,

where we use the summation convention (and will henceforth do so). The coordinate expres-
sion of (2.1), the so-called Ricci-identities, read

(2.2) Xk
;ij −Xk

;ji = −RijmkXm

for all vector fields X = (Xk). We also denote the (0, 4) version of the curvature tensor by
Rm,

Rm(W,X, Y, Z) = g(Rm(W,X)Y,Z).

The Ricci curvature can unambiguously defined in coordinates by

Rc(ei, ej) = Rij = Rkij
k.

The scalar curvature is

R = R i
i = gkiRki.

Extrinsic curvature. When dealing with immersed hypersurfaces

x : M ↪→ N

of a Riemannian manifold Mn into an ambient Riemannian manifold Nn+1, we furnish all
the previous geometric quantities of N with an overbar, e.g. ḡ = (ḡαβ), where greek indices
run from 0 to n, ∇̄ etc. We keep using latin indices, running from 1 to n, for geometric
quantities of M , e.g. the induced metric g = (gij). The induced geometry of M is governed
by the following relations. The (local) second fundamental form h = (hij) is given by the
Gaussian formula

(2.3) ∇̄XY = ∇XY − h(X,Y )ν,

where ν is a local normal field. Note that here (and for the rest of the paper), we will abuse
notation by disregarding the necessity to distinguish between a vector X ∈ TpM and its
push-forward x∗X ∈ TpN . The Weingarten endomorphism A = (hij) is given by hij = gkihkj
and there holds the Weingarten equation

(2.4) ∇̄Xν = A(X),

or in coordinates

να;i = hki x
α
;k.

We also have the Codazzi equation

(2.5) ∇Zh(X,Y )−∇Y h(X,Z) = −Rm(ν,X, Y, Z),

or

hij;k − hik;j = −R̄αβγδναxβ;ixγ;jxδ;k,
and the Gauss equation

(2.6) Rm(W,X, Y, Z) = Rm(W,X, Y, Z) + h(W,Z)h(X,Y )− h(W,Y )h(X,Z)

or

Rijkl = R̄αβγδx
α
;ix

β
;jx

γ
;kx

δ
;l + hilhjk − hikhjl.
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Graphs in warped products. In this paper we deal with warped products

N = (a, b)× Sn

with metric
ḡ = dr2 + λ2(r)σ,

where σ is the round metric of Sn. We need the specific structure of the Ricci curvature
tensor in such a warped product. There holds

(2.7) Rc = −
(
λ′′

λ
− (n− 1)

1− λ′2
λ2

)
ḡ − (n− 1)

(
λ′′

λ
+

1− λ′2
λ2

)
dr ⊗ dr,

cf. [6, Prop. 2.1].
Our hypersurfaces

x : M ↪→ N

will all be graphs over Sn,
x(M) = {(r(y), y) : y ∈ Sn} = {(r(y(ξ)), y(ξ)) : ξ ∈M},

where we do not make a notational difference between the radial coordinate r of N and the
function r|M . Along M we will always pick the outward pointing normal

ν = v−1(1,−λ−2σik∂kr),

where
v2 = 1 + λ−2σij∂ir∂jr,

and use this normal in the Gaussian formula (2.3). The support function of M is defined by

u = ḡ(λ∂r, ν) =
λ

v
.

There is also a relation between the second fundamental form and the radial function on the
hypersurface. Let

h̄ = λ′λσ,

then there holds
v−1h = −∇2r + h̄,

cf. [20, equ. (1.5.10)]. Since the induced metric is given by

gij = r;ir;j + λ2σij ,

we obtain

(2.8) v−1hij = −r;ij +
λ′

λ
gij −

λ′

λ
r;ir;j .

Define

ϕ(r) =

ˆ r

a

1

λ
.

Regarding r as a function on Sn, we have

hji =
λ′

λv
δji −

1

λv
g̃jkϕ,ki,

where

g̃ij = σij − ϕ i
, ϕ

j
,

v2

and the covariant derivative and index raising is performed with respect to the spherical
metric σij , cf. [21, equ. (3.26)]. We will use ∇̂ to denote the covariant derivative on Sn
throughout this paper.
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Anti-de-Sitter Schwarzschild space. The anti-de-Sitter Schwarzschild manifolds are asymp-
totically hyperbolic Riemannian warped products of the form

N = (r0,∞)× Sn

equipped with the warped product metric

ḡ = dr2 + λ2(r)σ,

where λ satisfies

λ′ =
√

1 + λ2 −mλ1−n

with m > 0 and horizon ∂N = {r0} × Sn. The limiting case m = 0 is the hyperbolic metric.
These Riemannian manifolds carry the property to be static, i.e.

∆̄λ′ḡ − ∇̄2λ′ + λ′Rc = 0,

which ensures that the Lorentzian warped product −λ′2dt2 + ḡ is a solution to Einstein’s
equation.

2.2. Curvature functions. In Assumption 1.2, the part of our normal variation that de-
pends on the curvature of the hypersurface was stipulated to depend on the principal cur-
vatures

F = F (κi).

However, in the calculation of the evolution equations it is often useful to consider F as a
function of the diagonalisable Weingarten operator A,

F = F (A) := F (EV(A)),

where EV(A) is the unordered n-tuple of eigenvalues of A. This is well-defined due to
the symmetry of F . However, when using this definition, F is not defined on the whole
endomorphism bundle, but only on the diagonalisable operators. It is thus most convenient
to consider the function defined by,

F̂ (g, h) := F

(
1

2
gik(hkj + hjk)

)

for all positive definite g and all bilinear forms h ∈ T 0,2
p M . Then

F̂ ij =
∂F

∂hij

is a (2, 0)-tensor and we also write

F̂ ij,kl =
∂F

∂hij∂hkl
.

Furthermore, if F = F (κi) is strictly monotone, then F̂ ij is strictly elliptic. If F is concave,
then

F̂ ij,klηijηkl ≤ 0

for all symmetric (ηij). We refer to [4], [20, Ch. 2] and [41] for more details on curvature
functions.

Furthermore we will abuse notation and also write F for F̂ , since no confusion will be
possible. E.g., when writing F ij , we can only mean F̂ ij , since there are two contravariant
indices.
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Let us denote by σk the k-th elementary symmetric polynomial and define the k-th nor-
malized elementary symmetric polynomial by

Hk =
1(
n
k

)σk.

Denote by Γk the connected component of {σk > 0} which contains the point (1, . . . , 1).

3. Evolution equations

In this section we deduce the evolution equations relevant to study the flow

(3.1) ẋ =
( n
F
− u

λ′

)
ν ≡ Fν.

The following basic evolution equations are well known and can be found in many places.
We use the reference [20, Ch. 2.3], where we note that we use the other sign on the curvature
tensor.

3.1. Lemma. Along (3.1) the following evolution equations hold:

ġ = 2Fh, ∇̄
dt
ν = − gradF ,

(3.2) ḣji = −F j
;i −Fhjkhki −FR̄αβγδxα;iνβνγxδ;kgkj ,

and

(3.3) ḣij = −F;ij + Fhikhkj −FR̄αβγδxα;iνβνγxδ;j .
We need some further special evolution equations.

3.2. Lemma. Define the operator L by

L = ∂t −
n

F 2
F ij∇2

ij −
λ

λ′
r;
k∇k.

Along the flow (3.1) of graphs

Mt = {(r(t, y), y) : y ∈ Sn}
we have the following evolution equations for the radial function r, the support function u
and the curvature function F :

(3.4) Lr =
2n

vF
− λ

λ′
− nλ′

λF 2
F ijgij +

nλ′

λF 2
F ijr;ir;j ,

(3.5)
Lu =

n

F 2

(
F ijhikh

k
j −

1

n
F 2

)
u− λ′′λ

λ′2
‖∇r‖2u

+
nλ

F 2
F ijR̄αβγδν

αxβ;ix
γ
;mx

δ
;jr;

m,

(3.6)

LF = − 2n

F 3
F ijF;iF;j −

n

F

(
F ijhjkh

k
i −

1

n
F 2

)
+
u2λ′′

λλ′2
F − uλ′′

λλ′
F ijgij

+
u

λ′2

(
λ′λ′′

λ
− λ′′′ + 2λ′′2

λ′

)
F ijr;ir;j −

2λ′′

λ′2
F iju;ir;j

− λ

λ′
F ijR̄αβγδν

αxβ;ix
γ
;mx

δ
;jr;

m −
( n
F
− u

λ′

)
F ijR̄αβγδx

α
;iν

βνγxδ;j .
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Proof. The 0-component of (3.1) gives

ṙ = Fv−1 =
( n
F
− u

λ′

)
v−1,

while from (2.8) we see, using the 1-homogeneity of F ,

− n

F 2
F ijr;ij =

n

vF
− nλ′

λF 2
F ijgij +

nλ′

λF 2
F ijr;ir;j .

Adding up gives (3.4).
To prove (3.5), note that λ∂r is a conformal vector field, i.e. for all ambient vector fields

X̄ there holds

∇̄X̄(λ∂r) = λ′X̄.

Hence

u̇ = ḡ(λ′ẋ, ν) + ḡ(λ∂r, ∇̄ẋν) = λ′F − ḡ(λ∂r, gradF).

Furthermore there holds

Xu = ḡ(λ∂r, A(X))

and

∇2u(X,Y ) = Y (Xu)− (∇YX)u

= λ′h(X,Y ) + ḡ(λ∂r,∇YA(X))− h(Y,A(X))u ∀X,Y ∈ TM.

We use the Codazzi equation (2.5) to deduce

ḡ(λ∂r,∇YA(X)) = λḡαβr
αxβ;kh

k
i;jX

iY j

= λḡαβr
αxβ;khij;

kXiY j − λḡαβrαxβ;kR̄αβγδναx
β
;ig

kmxγ;mx
δ
;j .

Note

ḡαβr
αxβ;k = r;k,

we thus get

(3.7) u;ij = λ′hij + λr;khij;
k − hki hkju− λR̄αβγδναxβ;ixγ;mxδ;jr;

m.

Since

F;k = − n

F 2
F ijhij;k −

u;k

λ′
+
λ′′u
λ′2

r;k,

we obtain (3.5).
From (3.2), we have

Ḟ = −F ijF;ij − F ijFhjkhki − F ijFR̄αβγδxα;iνβνγxδ;j
=

n

F 2
F ijF;ij −

2n

F 3
F ijF;iF;j +

1

λ′
F iju;ij −

u

λ′2
F ijλ′;ij +

2u

λ′3
F ijλ′;iλ

′
;j

− 2λ′′

λ′2
F iju;ir;j −

( n
F
− u

λ′

)
F ijhjkh

k
i −

( n
F
− u

λ′

)
F ijR̄αβγδx

α
;iν

βνγxδ;j .

Using (3.7) and (2.8), we get (3.6). �

We also need the parabolic equation satisfied by the Weingarten operator. A similar
calculation was performed in [20, Lemma 2.4.1], but since our flow speed is not directly
covered by this reference, we deduce it for convenience.
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3.3. Lemma. Along (3.1) the following evolution equation holds.

(3.8)

Lhji = − 2n

F 3
F;iF;

j +
n

F 2
F kl,rshkl;ihrs;

j − λ′′

λ′2
(
u;ir;

j + r;iu;
j
)

− u

λ′2

(
λ′′′ − 2λ′′2

λ′
− λ′′λ′

λ

)
r;ir;

j +

(
1 +

uλ′′

λ′2v

)
hji

− uλ′′

λ′λ
δji −

λ

λ′
R̄αβγδν

αxβ;ix
γ
;mx

δ
;lr;

mglj

−
( n
F
− u

λ′

)
R̄αβγδx

α
;iν

βνγxδ;mg
mj +

n

F 2
F klhrkh

r
l h
j
i −

2n

F
hjkh

k
i

+
n

F 2
F klR̄αβγδ

(
xα;lx

β
;rx

γ
;kx

δ
;mh

m
i + xα;lx

β
;ix

γ
;kx

δ
;mh

m
r

)
grj

+
2n

F 2
F klR̄αβγδx

α
;lx

β
;rx

γ
;ix

δ
;mh

m
k g

rj +
n

F 2
F klR̄αβγδν

αxβ;kx
γ
;lν

δhji

+
n

F
R̄αβγδν

αxβ;iν
γxδ;mg

mj − n

F 2
F klR̄αβγδ;εν

αxβ;kx
γ
;lx

δ
;ix

ε
;mg

mj

− n

F 2
F klR̄αβγδ;εν

αxβ;ix
γ
;kx

δ
;mx

ε
;lg
mj .

Proof. We use (3.3) and calculate −F;ij step by step. We use

F =
n

F
− u

λ′
, −F;i =

n

F 2
F;i +

u;i

λ′
− uλ′′r;i

λ′2
,

(3.7) as well as (2.8), to deduce

(3.9)

−F;ij = − 2n

F 3
F;iF;j +

n

F 2
F;ij +

u;ij

λ′
− λ′′

λ′2
(u;ir;j + r;iu;j)

− u
(
λ′′′

λ′2
− 2λ′′2

λ′3

)
r;ir;j −

uλ′′

λ′2
r;ij

= − 2n

F 3
F;iF;j +

n

F 2
F;ij −

λ′′

λ′2
(u;ir;j + r;iu;j)

− u
(
λ′′′

λ′2
− 2λ′′2

λ′3

)
r;ir;j + hij +

λ

λ′
r;khij;

k − u

λ′
hikh

k
j

− λ

λ′
R̄αβγδν

αxβ;ix
γ
;mx

δ
;jr;

m +
uλ′′

λ′2

(
v−1hij −

λ′

λ
gij +

λ′

λ
r;ir;j

)

= − 2n

F 3
F;iF;j +

n

F 2
F;ij −

λ′′

λ′2
(u;ir;j + r;iu;j) +

λ

λ′
r;khij;

k

− u

λ′2

(
λ′′′ − 2λ′′2

λ′
− λ′′λ′

λ

)
r;ir;j +

(
1 +

uλ′′

λ′2v

)
hij −

u

λ′
hikh

k
j

− uλ′′

λ′λ
gij −

λ

λ′
R̄αβγδν

αxβ;ix
γ
;mx

δ
;jr;

m.
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We have to transform F;ij . Using the Codazzi equation (2.5)and the Ricci identities (2.2),
we obtain

F;ij = F kl,rshkl;ihrs;j + F klhkl;ij

= F kl,rshkl;ihrs;j + F klhki;lj − F kl
(
R̄αβγδν

αxβ;kx
γ
;lx

δ
;i

)
;j

= F kl,rshkl;ihrs;j + F klhki;jl + F klRljk
ahai + F klRlji

ahka

− F kl
(
R̄αβγδν

αxβ;kx
γ
;lx

δ
;i

)
;j

= F kl,rshkl;ihrs;j + F klRljk
ahai + F klRlji

ahka + F klhij;kl

− F kl
(
R̄αβγδν

αxβ;kx
γ
;lx

δ
;i

)
;j
− F kl

(
R̄αβγδν

αxβ;ix
γ
;kx

δ
;j

)
;l

Differentiating the big brackets by the product rule gives, using the Weingarten equation
(2.4) and the Gauss equation (2.6)

F;ij = F klhij;kl + F kl,rshkl;ihrs;j

+ F kl(hlahjk − hlkhja + R̄αβγδx
α
;lx

β
;jx

γ
;kx

δ
;a)hai

+ F kl(hlahji − hlihja + R̄αβγδx
α
;lx

β
;jx

γ
;ix

δ
;a)hak

− F klR̄αβγδ;εναxβ;kx
γ
;lx

δ
;ix

ε
;j − F klR̄αβγδxα;mxβ;kx

γ
;lx

δ
;ih

m
j

+ F klR̄αβγδν
αxβ;kν

γxδ;ihlj + F klR̄αβγδν
αxβ;kx

γ
;lν

δhij

− F klR̄αβγδ;εναxβ;ixγ;kxδ;jxε;l − F klR̄αβγδxα;mx
β
;ix

γ
;kx

δ
;jh

m
l

+ F klhklR̄αβγδν
αxβ;iν

γxδ;j + F klR̄αβγδν
αxβ;ix

γ
;kν

δhjl

and after some rearranging, using the homogeneity of F ,

(3.10)

F;ij = F klhij;kl + F kl,rshkl;ihrs;j + F klhrkh
r
l hij − Fhikhkj

+ F klR̄αβγδ

(
xα;lx

β
;jx

γ
;kx

δ
;mh

m
i + xα;lx

β
;ix

γ
;kx

δ
;mh

m
j

)

+ 2F klR̄αβγδx
α
;lx

β
;jx

γ
;ix

δ
;mh

m
k + F klR̄αβγδν

αxβ;kx
γ
;lν

δhij

+ FR̄αβγδν
αxβ;iν

γxδ;j − F klR̄αβγδ;εναxβ;kx
γ
;lx

δ
;ix

ε
;j

− F klR̄αβγδ;εναxβ;ixγ;kxδ;jxε;l.

From (3.3), inserting (3.9), we get

ḣij = −F;ij + Fhikhkj −FR̄αβγδxα;iνβνγxδ;j

= − 2n

F 3
F;iF;j +

n

F 2
F;ij −

λ′′

λ′2
(u;ir;j + r;iu;j) +

λ

λ′
r;khij;

k

− u

λ′2

(
λ′′′ − 2λ′′2

λ′
− λ′′λ′

λ

)
r;ir;j +

(
1 +

uλ′′

λ′2v

)
hij −

u

λ′
hikh

k
j −

uλ′′

λ′λ
gij

− λ

λ′
R̄αβγδν

αxβ;ix
γ
;mx

δ
;jr;

m +
( n
F
− u

λ′

)
hikh

k
j

−
( n
F
− u

λ′

)
R̄αβγδx

α
;iν

βνγxδ;j .
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Inserting (3.10) into this equation gives

ḣij =
n

F 2
F klhij;kl +

λ

λ′
r;khij;

k − 2n

F 3
F;iF;j +

n

F 2
F kl,rshkl;ihrs;j

− λ′′

λ′2
(u;ir;j + r;iu;j)−

u

λ′2

(
λ′′′ − 2λ′′2

λ′
− λ′′λ′

λ

)
r;ir;j +

(
1 +

uλ′′

λ′2v

)
hij

− 2u

λ′
hikh

k
j −

uλ′′

λ′λ
gij −

λ

λ′
R̄αβγδν

αxβ;ix
γ
;mx

δ
;jr;

m

−
( n
F
− u

λ′

)
R̄αβγδx

α
;iν

βνγxδ;j +
n

F 2
F klhrkh

r
l hij

+
n

F 2
F klR̄αβγδ

(
xα;lx

β
;jx

γ
;kx

δ
;mh

m
i + xα;lx

β
;ix

γ
;kx

δ
;mh

m
j

)

+
2n

F 2
F klR̄αβγδx

α
;lx

β
;jx

γ
;ix

δ
;mh

m
k +

n

F 2
F klR̄αβγδν

αxβ;kx
γ
;lν

δhij

+
n

F
R̄αβγδν

αxβ;iν
γxδ;j −

n

F 2
F klR̄αβγδ;εν

αxβ;kx
γ
;lx

δ
;ix

ε
;j

− n

F 2
F klR̄αβγδ;εν

αxβ;ix
γ
;kx

δ
;jx

ε
;l.

Using

ḣij = ġikhkj + gikḣkj = −gilġlmgmkhkj + gikḣkj = 2
( u
λ′
− n

F

)
hikh

k
j + gikḣkj

gives the result. �

In particular, when the ambient space N is a space form of sectional curvature KN , then

R̄αβγδ = KN (ḡαδ ḡβγ − ḡαγ ḡβδ)
and

λ′′ = −KNλ, λ′′′ = −KNλ
′ =

λ′′λ′

λ

and (3.8) reduces to

(3.11)

Lhji = − 2n

F 3
F;iF;

j +
n

F 2
F kl,rshkl;ihrs;

j − λ′′

λ′2
(
u;ir;

j + r;iu;
j
)

− u

λ′2

(
λ′′′ − 2λ′′2

λ′
− λ′′λ′

λ

)
r;ir;

j +

(
1 +

uλ′′

λ′2v

)
hji

− uλ′′

λ′λ
δji −

( n
F
− u

λ′

)
KNδ

j
i +

n

F 2
F klhrkh

r
l h
j
i −

2n

F
hjkh

k
i

+
n

F 2
F klKN (hilδ

j
k + hjl gik − 2gklh

j
i )

+
2n

F 2
F klKN (hklδ

j
i − glihjk) +KN

n

F 2
F klgklh

j
i −KN

n

F
δji

= − 2n

F 3
F;iF;

j +
n

F 2
F kl,rshkl;ihrs;

j +KN
λ

λ′2
(
u;ir;

j + r;iu;
j
)

+K2
N

2uλ2

λ′3
r;ir;

j +

(
1−KN

u2

λ′2
+

n

F 2
F klhrkh

r
l −

n

F 2
KNF

klgkl

)
hji

+ 2
u

λ′
KNδ

j
i −

2n

F
hjkh

k
i .
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4. Upper bounds for the curvature function

In this section we show that the curvature function F is bounded from above along the
flow (3.1) in the case F = n Hk

Hk−1
for very general λ. For this paper, we only apply it in the

case λ = sin, but due to its generality it might be of use in further situations. For the rest
of the paper, whenever we stipulate the existence of a generic constant, it will be allowed to
depend on the data of the problem, i.e. on N , M0 and F , unless otherwise specified.

4.1. Proposition. Let a, b ∈ R and (N, ḡ) be the warped space ((a, b) × Sn, dr2 + λ2(r)σ)
with λ, λ′ > 0. Let

F = n
Hk

Hk−1

and let x0(M)be the embedding of a closed n-dimensional manifold M into N , such that
x0(M) is a graph over the domain Sn and such that κ ∈ Γk for all n-tuples of principal
curvatures along x0(M). Then along any solution x of (3.1) with initial embedding x0 there
exists a constant c, such that

F ≤ c.

4.2. Remark. Note that under the hypothesis of Proposition 4.1 we have

r ≤ sup r0, r ≥ inf r0

along the flow, due to the maximum principle. This assertion also holds for arbitrary mono-
tone curvature functions F .

Now we prove Proposition 4.1.

Proof. Consider the test function

Φ = logF +
u

λ
+ αr

with a large constant α to be determined. Assume Φ attains its maximum at p. By a suitable
choice of coordinate we can assume gij |p = δij , hij |p is diagonal and in turn F ij is diagonal
at p. Assume F |p ≥ C for some sufficient large constant C. In the following, we compute at
p.

From Lemma 3.2 we deduce

L
(u
λ

)
=

1

λ
Lu− uλ′

λ2
Lr +

n

F 2

2λ′

λ2
F iju;ir;j −

n

F 2

u

λ3

(
2λ′2 − λλ′′

)
F ijr;ir;j

=
n

F 2

(
F ijhikh

k
j −

1

n
F 2

)
ḡ(∂r, ν)− λ′′

λ′2
‖∇r‖2u

− uλ′

λ2

(
2n

vF
− λ

λ′
− nλ′

λF 2
F ijgij +

nλ′

λF 2
F ijr;ir;j

)

+
n

F 2

2λ′

λ2
F iju;ir;j −

n

F 2

u

λ3

(
2λ′2 − λλ′′

)
F ijr;ir;j

+
n

F 2
F ijR̄αβγδν

αxβ;ix
γ
;mx

δ
;jr;

m

≤ n

F 2

(
F iih2

ii −
1

n
F 2

)
ḡ(∂r, ν) +

C

F
F ii|u;i||r;i|+ C +

∑

i

CF ii.
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We also have

L logF = − n

F 2
F ij(logF );i(logF );j −

n

F 2

(
F ijhjkh

k
i −

1

n
F 2

)
+
u2λ′′

λλ′2

− uλ′′

λλ′F
F ijgij +

u

λ′2F

(
λ′λ′′

λ
− λ′′′ + 2λ′′2

λ′

)
F ijr;ir;j −

2λ′′

λ′2F
F iju;ir;j

− λ

λ′F
F ijR̄αβγδν

αxβ;ix
γ
;mx

δ
;jr;

m − 1

F

( n
F
− u

λ′

)
F ijR̄αβγδx

α
;iν

βνγxδ;j

≤ − n

F 2
F ii(logF );i(logF );i −

n

F 2

(
F iih2

ii −
1

n
F 2

)

+
C

F
F ii|u;i||r;i|+ C +

∑

i

CF ii.

Thus

LΦ = L logF + L
(u
λ

)
+ αLr

≤ − n

F 2
F ii(logF );i(logF );i −

n

F 2

(
F iih2

ii −
1

n
F 2

)
(1− ḡ(∂r, ν))

− α λ
λ′

+ α
C

F
+ α

C

F

∑

i

F ii +
C

F
F ii|u;i||r;i|+ C +

∑

i

CF ii.

A calculation using the Newton-MacLaurin inequalities gives for our special F :

F iih2
ii −

1

n
F 2 ≥ 0

and

F ii ≤ C(n, k),

see [33, Prop. 2.2] for useful formulas for this calculation.
Thus

LΦ ≤ − n

F 2
F ii(logF );i(logF );i − α

λ

λ′
+ α

C

F
+
C

F
F ii|u;i||r;i|+ C.

From the maximal property of Φ at p, we have

∇ logF = − 1

λ
∇u+

uλ′

λ2
∇r − α∇r.

Therefore

0 ≤ LΦ ≤ − n

F 2
F ii
(
− 1

λ
u;i +

uλ′

λ2
r;i − αr;i

)2

− α λ
λ′

+ α
C

F
+
C

F
F ii|u;i||r;i|+ C

≤ − n

2F 2λ2
F iiu;i

2 +
n

F 2
F ii
(
uλ′

λ2
r;i − αr;i

)2

+
C

F
F ii|u;i||r;i|

− α λ
λ′

+ α
C

F
+ C

≤ − n

2F 2λ2
F ii
(
|u;i| −

CFλ2

n
|r;i|
)2

− α λ
λ′

+ α
C

F
+ C + C

α2

F 2

≤ −α λ
λ′

+ α
C

F
+ C + C

α2

F 2
.
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Assume F |p ≥ α. Then by choosing α large enough, we get the RHS of above inequality is
negative, a contradiction. Therefore, F |p ≤ α for our choice of α and in turn Φ|p is bounded.
Since Φ attains its maximum at p, we conclude that F is bounded from above. �

5. Gradient estimates

In this section we show that the graph function has a uniform C1 bound along the flow
(3.1) for very general F and λ.

5.1. Proposition. Let a, b ∈ R and (N, ḡ) be the warped space ((a, b)×Sn, dr2 +λ2(r)σ) with
λ, λ′ > 0. Let F ∈ C∞(Γ) be a positive, 1-homogeneous and strictly monotone curvature
function and let x0(M) be the embedding of a closed n-dimensional manifold M into N , such
that x0(M) is a graph over the domain Sn with graph function r and such that κ ∈ Γ for
all n-tuples of principal curvatures along x0(M). Then along any solution x of (3.1) with
initial embedding x0, there exists a constant c, such that

|∇̂r| ≤ c.
Proof. Recall

(5.1) ϕ =

ˆ r

a

1

λ(s)
ds

To simplify the notation, we just use ϕi = ϕ,i, etc., i.e., we omit the comma when taking
covariant derivative on Sn.

We rewrite the flow equation as a scalar equation for ϕ:

(5.2)

∂tϕ =
1

λ


 n

F
(
λ′
λv δ

j
i − 1

λv g̃
jkϕki

) − u

λ′


 v

=
nv2

F (λ′δji − g̃jkϕki)
− 1

λ′
=: G(ϕ, ∇̂ϕ, ∇̂2ϕ),

where g̃ij = σij − ϕiϕj

v2 . For simplicity, we denote by F = F (λ′δji − g̃jkϕki) and F ij the
derivative of F with respect to its argument.

We compute

(5.3)

Gij :=
∂G

∂ϕij
=
nv2

F 2
F ikg̃

kj ,

Gϕp :=
∂G

∂ϕp
=

2nϕp

F
+
nv2

F 2
F ij

(
−σ

jpϕk + σkpϕj

v2
+

2ϕjϕkϕp

v4

)
ϕki,

Gϕ :=
∂G

∂ϕ
= −nv

2λ′′λ
F 2

F ii +
λ′′λ

λ′2
.

Using the 1-homogeneity of F , we have

(5.4)
Gijϕij =

nv2

F 2
F ikg̃

kjϕij

= −nv
2

F 2
F ik(λ′δki − g̃kjϕij) +

nv2λ′

F 2
F ii = −nv

2

F
+
nv2λ′

F 2
F ii

and

(5.5) Gijϕiϕj =
nv2

F 2
F ikg̃

kjϕiϕj =
n

F 2
F ikϕ

kϕi.
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Let L = ∂t −Gij∇2
ij be the parabolic operator. Using the Ricci identities on Sn we get

(5.6)
L|∇̂ϕ|2 = −2Gijϕikϕ

k
j − 2Gijσij |∇̂ϕ|2 + 2Gijϕiϕj

+Gϕp(|∇̂ϕ|2)p + 2Gϕ|∇̂ϕ|2.
Let f : [0,∞)→ (0,∞) be an auxiliary function to be determined. Consider a test function

Φ = log
|∇̂ϕ|2
f(ϕ)

.

In the following we compute at a maximal point of Φ. Due to the maximal property,

∇̂|∇̂ϕ|2 =
f ′

f
|∇̂ϕ|2∇̂ϕ.

By a suitable choice of the coordinates, we may assume σij = δij and |∇̂ϕ| = ϕ1. Then

ϕ11 =
1

2

f ′

f
|∇̂ϕ|2, ϕ1j = 0 for j = 2, · · · , n.

Then g̃ij is diagonal with

g̃11 =
1

v2
, g̃ii = 1 for i 6= 1.

We may further assume ϕij is diagonal and in turn F ki is diagonal. Thus we have

−2Gijϕikϕ
k
j = −2nv2

F 2
F il g̃

ljϕikϕ
k
j

= − 2n

F 2
F 11 1

4

(
f ′

f

)2

|∇̂ϕ|4 − 2nv2

F 2

∑

k≥2

F kkϕ2
kk,

−2Gijσij |∇ϕ|2 + 2Gijϕiϕj = −2nv2

F 2
F ikg̃

kj(σij |∇̂ϕ|2 − ϕiϕj)

= −2nv2

F 2

∑

k≥2

F kk|∇̂ϕ|2,

Gϕp(|∇̂ϕ|2)p =

(
2nϕp

F
+
nv2

F 2
F ij

(
−σ

jpϕk + σkpϕj

v2
+

2ϕjϕkϕp

v4

)
ϕki

)
f ′

f
|∇̂ϕ|2ϕp

=
f ′

f

2n

F
|∇̂ϕ|4 −

(
f ′

f

)2
n

v2F 2
F 11|∇̂ϕ|6

and

2Gϕ|∇̂ϕ|2 =

(
−2nv2λ′′λ

F 2
F ii +

2λ′′λ

λ′2

)
|∇̂ϕ|2.

On the other hand, using (5.2), (5.4) and (5.5) we get

(5.7)

L(f(ϕ)) = f ′
(
nv2

F
− 1

λ′

)
− f ′Gijϕij − f ′′Gijϕiϕj

= f ′
(

2nv2

F
− 1

λ′

)
− f ′nv

2λ′

F 2
F ii − f ′′

n

F 2
F 11|∇̂ϕ|2.
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Using (5.6)–(5.7) and the maximal property of Φ at p, we have

0 ≤ L(|∇̂ϕ|2)

|∇ϕ|2 − Lf
f

= − 2n

F 2
F 11 1

4

(
f ′

f

)2

|∇̂ϕ|2 − 2nv2

F 2|∇̂ϕ|2
∑

k≥2

F kkϕ2
kk −

2nv2

F 2

∑

k≥2

F kk

+
f ′

f

2n

F
|∇̂ϕ|2 −

(
f ′

f

)2
n

v2F 2
F 11|∇̂ϕ|4 − 2nv2λ′′λ

F 2
F ii + 2

λ′′λ

λ′2

− f ′

f

(
2nv2

F
− 1

λ′

)
+
f ′

f

nv2λ′

F 2
F ii +

f ′′

f

n

F 2
F 11|∇̂ϕ|2

= − n

2F 2
F 11

(
f ′

f

)2

|∇̂ϕ|2 − 2nv2

F 2|∇̂ϕ|2
∑

k≥2

F kkϕ2
kk −

2nv2

F 2

∑

k≥2

F kk − f ′

f

2n

F

−
[(

f ′

f

)2 |∇̂ϕ|2
v2

− f ′′

f

]
n

F 2
F 11|∇̂ϕ|2 − nv2

F 2

(
2λ′′λ− λ′ f

′

f

)
F ii +

f ′

f

1

λ′

+ 2
λ′′λ

λ′2
.

Note that

−f
′

f

2n

F
= −f

′

f

2n

F 2
F ik(λ′δki − g̃kjϕij)

= −f
′

f

2nλ′

F 2
F ii +

(
f ′

f

)2
n

F 2

1

v2
F 11|∇̂ϕ|2 +

f ′

f

2n

F 2

∑

k≥2

F kkϕkk.

Therefore

0 ≤ − 2n

F 2
F 11 1

4

(
f ′

f

)2

|∇̂ϕ|2 − 2nv2

F 2|∇̂ϕ|2
∑

k≥2

F kkϕ2
kk −

2nv2

F 2

∑

k≥2

F kk

− f ′

f

2nλ′

F 2
F ii +

(
f ′

f

)2
n

F 2

1

v2
F 11|∇̂ϕ|2 +

f ′

f

2n

F 2

∑

k≥2

F kkϕkk + 2
λ′′λ

λ′2

−
[(

f ′

f

)2 |∇̂ϕ|2
v2

− f ′′

f

]
n

F 2
F 11|∇̂ϕ|2 − nv2

F 2

(
2λ′′λ− λ′ f

′

f

)
F ii +

f ′

f

1

λ′

and, completing the square,

(5.8)

0 ≤ − n

F 2
F 11

[
1

2

(
f ′

f

)2

+

(
f ′

f

)2 |∇̂ϕ|2
v2

− f ′′

f
+ 2λ′′λ−λ′ f

′

f

]
|∇̂ϕ|2

+
n

F 2
F 11

[
−2λ′

f ′

f
+

(
f ′

f

)2 |∇̂ϕ|2
v2

− 2λ′′λ+ λ′
f ′

f

]

− 2n

F 2

∑

k≥2

F kk
(
ϕkk −

1

2

f ′

f

)2

− 2n

F 2|∇̂ϕ|2
∑

k≥2

F kkϕ2
kk + 2

λ′′λ

λ′2

+
2n

F 2

(
1

4

(
f ′

f

)2

− λ′ f
′

f
− v2

(
1 + λ′′λ− 1

2
λ′
f ′

f

))∑

k≥2

F kk +
f ′

f

1

λ′
.
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Choose f(ϕ) = e−aϕ with a > 0 large enough so that the first line on the RHS of (5.8) has

a negative sign and when |∇̂ϕ|2 is large enough, this line dominates the second line. Also,

by choosing a > 0 large enough and then |∇̂ϕ|2 is large enough, the remaining terms sum

up to something negative. We get a contradiction. Thus |∇̂ϕ|2 ≤ C. �

6. Preserved convexity in the sphere

In ambient spaces where λ′′ can be negative it is very difficult to control F from below, if
the flow hypersurfaces are not convex. Hence we assume strict convexity in these cases and
we have to restrict to space forms to show that this property is preserved.

6.1. Proposition. Let x0(M) be the embedding of a closed n-dimensional manifold M into
Sn+1, such that x0(M) is strictly convex. Let F be a positive, 1-homogeneous, strictly mono-
tone and inverse concave2 curvature function. Then along any solution x of (3.1) with initial
embedding x0 all flow hypersurfaces are strictly convex.

Proof. Let b be the inverse of the Weingarten map, which exists at least for a short time.
We show that for a smooth solution

x : [0, T ∗)×M → Sn+1

all Mt, t < T ∗, are strictly convex. From

ḃkm = −bkj ḣji bim, F qsbkm;qs = 2F qsbkjh
j
p;qb

p
rh
r
i;sb

i
m − F qsbkphpl;qsblm,

u;i = λhki r;k

and (3.11) we deduce

(6.1)

Lbkm =
n

F 2

(
2

F
F rsF pq − 2F qsbpr − F pq,rs

)
bkj b

i
mhrs;ihpq;

j

− λ2

λ′2
(
bkl r;

lr;m + r;
kblmr;l

)
− 2uλ2

λ′3
bkj r;

jbimr;i

+ ψ1b
k
m −

2u

λ′
bkl b

l
m + ψ2δ

k
m,

where ψi, i = 1, 2 are some functions, which are bounded on every compact interval [0, T0] ⊂
[0, T ∗). If the convexity is lost at some time T0 < T ∗, then the largest eigenvalue of b
blows up at T0. Although the largest eigenvalue is not a smooth function, we can still apply
(6.1) to estimate it by using the following well known trick, compare e.g. the proof of [18,
Lemma 6.1]:

Define
φ = sup{bijηiηj : gijη

iηj = 1}
and suppose this function attains a maximum at (t0, ξ0), t0 < T0. Use normal coordinates
around (t0, ξ0) with

gij = δij , bij = κ−1
i δij , κ−1

1 ≤ · · · ≤ κ−1
n

at (t0, ξ0). Around (t0, ξ0) let η be the vector field

η = (0, . . . , 0, 1)

and define

φ̃ =
bijη

iηj

gijηiηj
,

2F (κ1, · · · , κn) is called inverse concave if F̃ (κ1, · · · , κn) = F−1(κ−1
1 , · · · , κ−1

n ) is concave.
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then locally around (t0, ξ0) we have φ̃ ≤ φ and at this point there holds

˙̃
φ = ḃnn − 2F = ḃnn

and the spatial derivatives also coincide. Thus at (t0, ξ0) the function φ̃ and bnn satisfy the
same evolution equation, hence it suffices to show that the right hand side of (6.1) is negative
at the point (t0, ξ0).

The first line is negative due to the inverse concavity of F , compare the proof in [43, p. 112],
while for the rest the good terms involving bkl b

l
m are surely dominating. This completes the

proof. �

7. Bounds on the speed and the curvature

In this section we deduce the remaining ingredients which are necessary to obtain longtime
existence, namely we need a full bound on the second fundamental form and in turn, to apply
the Krylov-Safonov theory, we need a lower bound on the curvature function to show that
the operator L is uniformly parabolic along the flow. We start with the spherical case.

7.1. The spherical case.

7.1. Lemma. Let x0(M) be the embedding of a closed n-dimensional manifold M into Sn+1,
such that x0(M) is strictly convex. Let

F = n
Hk

Hk−1
.

Then along any solution x of (3.1) with initial embedding x0 there exists a constant c, such
that

‖A‖2 ≤ c.
Proof. Due to the convexity preservation, Proposition 6.1, it suffices to bound the mean
curvature H from above. Note u ≥ c0 > 0 by Proposition 5.1 (we may also use the convexity
to get this, cf. [20, Lemma 2.7.10]). We use the auxiliary function

w = logH − log u

and deduce from (3.5), (3.11), the concavity of F and

u;i = λhki r;k,

that at a maximal point of w:

0 ≤ Lw =
1

H
LH − 1

u
Lu

≤ c+
c

H
− 2n

FH
‖A‖2

≤ c+
c

H
− 2

F
H.

Since F is bounded from above by Proposition 4.1, we get a upper bound of H from above.
�

We use the previous result to get bounds from below on F .

7.2. Lemma. Under the assumptions of Lemma 7.1 there exists a positive constant c such
that

F ≥ c.
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Proof. We use the same method as in [36, Prop. 5.3] and bound the auxiliary function

z = − logF + f(r),

where

f(r) = − log (λ′ − α) , 0 < α <
1

2
λ′(sup r0).

Since λ′′ = −λ, it is direct to check that

(7.1) 1− f ′λ
′

λ
= − α

λ′ − α, f ′2 + f ′
λ′

λ
− f ′′ = 0.

From the convexity, the 1-homogeneity of F and Lemma 7.1, we see

(7.2)
n

F 2
F ijhikh

k
j ≤

nH

F
≤ c

F
.

Using (3.4), (3.6) and (7.2),

Lz = − 1

F
LF − n

F 4
F ijF;iF;j + f ′Lr − f ′′ n

F 2
F ijr;ir;j

≤ n

F 2
F ij(logF );i(logF );j +

c

F
+ c+

n

F 2
F ijgij

+ f ′
c

F
− f ′ nλ

′

λF 2
F ijgij + f ′

nλ′

λF 2
F ijr;ir;j − f ′′

n

F 2
F ijr;ir;j .

At a maximal point of z, we use (logF );i = f ′r;i and (7.1) to obtain

0 ≤ Lz ≤ n

F 2
F ijr;ir;j

(
f ′2 + f ′

λ′

λ
− f ′′

)
+

n

F 2
F ijgij

(
1− f ′λ

′

λ

)
+
c

F
+ c+ f ′

c

F

= − α

λ′ − α
n

F 2
F ijgij +

c

F
+ c

< 0,

if F is small enough, since F ijgij ≥ n. �

Now we finish the a priori estimates in the spherical case.

7.3. Proposition. Let x0(M) be the embedding of a closed n-dimensional manifold M into
Sn+1, such that x0(M) is strictly convex. Let

F = n
Hk

Hk−1
.

Then any solution x of (3.1) with initial embedding x0 exists for all positive times with
uniform C∞-estimates.

Proof. We have uniform C2-bounds from Proposition 6.1 and Lemma 7.1. Due to Lemma 7.2
we know that the principal curvatures range within a compact subset of the domain on
definition of F . Hence we have the uniform parabolicity of the operator L. Due to the
concavity of the operator, we can apply the regularity theory of Krylov and Safonov, [35],
to deduce C2,α bounds and in turn C∞ bounds using the Schauder theory. Thus we can
extend the flow beyond any finite T . �
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7.2. The general case. We provide the bounds on the principal curvatures and on the
curvature function from below in case of mild assumptions on the warping factor.

7.4. Proposition. Let a, b ∈ R and (N, ḡ) be the warped space ((a, b)×Sn, dr2 +λ2(r)σ) with
λ > 0, λ′ > 0 and λ′′ ≥ 0. Let F ∈ C∞(Γ) be a positive 1-homogeneous, strictly monotone
and concave curvature function and let x0(M) be the embedding of a closed n-dimensional
manifold M into N , such that x0(M) is a graph over the domain Sn and such that κ ∈ Γ for
all n-tuples of principal curvatures along x0(M). Then along any solution x of (3.1) with
initial embedding x0 there exists a positive constant c, such that

F ≥ c.

7.5. Remark. Proposition 7.4 is the only place where we use λ′′ ≥ 0 for proving Theorem
1.3.

Proof. We deduce the evolution of the function ∂tϕ, where ϕ is defined as in (5.1). Recall
that there holds (5.2),

∂tϕ =
1

λ


 n

F
(
λ′
λv δ

j
i − 1

λv g̃
jkϕki

) − u

λ′


 v

=
nv2

F (λ′δji − g̃jkϕki)
− 1

λ′
=: G(ϕ, ∇̂ϕ, ∇̂2ϕ),

where g̃ij = σij − ϕiϕj

v2 . Differentiation gives

∂t(∂tϕ) = Gij(∂tϕ)ij +Gϕp(∂tϕ)p +Gϕ∂tϕ.

From (5.3) we obtain

Gϕ ≤ −n
2v2λ′′λ
F 2

+
λ′′λ
λ′2

= −λ
′′λ
v2

n2v4

F 2
+
λ′′λ
λ′2

= −λ
′′λ
v2

(
∂tϕ+

1

λ′

)2

+
λ′′λ
λ′2

.

Since we already have v ≤ c due to Proposition 5.1, the third order leading term is dominating
with a non-positive sign. The maximum principle gives an upper bound for ∂tϕ and hence
the result. �

7.6. Proposition. Under the assumptions of Proposition 7.4 there exists a constant c, such
that

‖A‖2 ≤ c.

Proof. In applying the maximum principle to the evolution of (hij) we proceed similarly to
the proof of Proposition 6.1. Define

φ = sup{hijηiηj : gijη
iηj = 1}

and suppose the function

w = log φ+ f(u) + αr

attains a maximum at (t0, ξ0), t0 < T0, where f is defined by

f(u) = − log(u− β),

where β = 1
2 minu. Note that

1 + f ′u =
−β
u− β < 0.
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Using normal coordinates around (t0, ξ0) with

gij = δij , hij = κiδij , κ1 ≤ · · · ≤ κn,

and using (3.4), (3.5) and (3.8), we may pretend that the evolution equation of w at the
point (t0, ξ0) is given by

(7.3)

Lw ≤ n

F 2

2

κn − κ1

n∑

k=1

(Fnn − F kk)(hnk;n)2(hnn)−1 + c+
c

κn
+

n

F 2
F klhrkh

r
l

− 2n

F
κn +

c(1 + κ−1
n )

F 2
F ijgij +

n

F 2
F ij(log hnn);i(log hnn);j

+
n

F 2

(
F klhrkh

r
l −

1

n
F 2

)
f ′u− f ′λ

′′λ
λ′2
‖∇r‖2u+ c|f ′|

− f ′′ n
F 2

F iju;iu;j +
αc

F
− α λ

λ′
− nαλ′

λF 2
F ij(gij − r;ir;j),

where we used a trick that already appeared in the proof of [14, Prop. 6.3] and in a similar
fashion in [19, Thm. 9.7], namely that due to the concavity of F there holds

F kl,rsηklηrs ≤
∑

k 6=l

F kk − F ll
κk − κl

η2
kl ≤

2

κn − κ1

n∑

k=1

(Fnn − F kk)η2
nk

for all symmetric matrices (ηkl), cf. [20, Lemma 2.1.14]. Furthermore we have

Fnn ≤ · · · ≤ F 11,

cf. [13, Lemma 2]. In order to estimate (7.3), we distinguish two cases.
Case 1: κ1 < −ε1κn, 0 < ε1 <

1
2 . Then

F ijhikh
k
j ≥ F 11κ2

1 ≥
1

n
F ijgijκ

2
1 ≥

1

n
F ijgijε

2
1κ

2
n.

We use ∇w = 0 to estimate

n

F 2
F ij(log hnn);i(log hnn);j = f ′2

n

F 2
F iju;iu;j + f ′

2nα

F 2
F iju;ir;j +

nα2

F 2
F ijr;ir;j .

If κn is sufficiently large, in this case (7.3) becomes

Lw ≤ 1

F 2
F ijgij(ε

2
1κ

2
n(1 + f ′u) + (c+ |f ′|α)κn + cα2 + c) + c(|f ′|+ 1)

− 2n

F
(κn − αc)− α

λ

λ′
− n

F 2
F iju;iu;j(f

′′ − f ′2),

which is negative for large κn, after fixing α0 = α0(M0, sup r0, inf r0, λ) large enough to
ensure

c(|f ′|+ 1)− α0
λ

λ′
< 0.

We also use 1+f ′u ≤ c < 0 and f ′′−f ′2 = 0. Hence in this case any α ≥ α0 yields an upper
bound for κn.
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Case 2: κ1 ≥ −ε1κn. Then

2

κn − κ1

n∑

k=1

(Fnn − F kk)(hnk;n)2(hnn)−1

≤ 2

1 + ε1

n∑

k=1

(Fnn − F kk)(hnk;n)2(hnn)−2

≤ 2

1 + ε1

n∑

k=1

(Fnn − F kk)(hnn;k)2(hnn)−2 + c(ε1)
n∑

k=1

(F kk − Fnn)κ−2
n

+
4

1 + ε1

n∑

k=1

(Fnn − F kk)hnn;kR̄αβγδν
axβ;nx

γ
;nx

δ
;k(hnn)−2

≤ 2

1 + 2ε1

n∑

k=1

(Fnn − F kk)(hnn;k)2(hnn)−2 + c(ε1)
n∑

k=1

(F kk − Fnn)κ−2
n ,

where we used the Codazzi equation (2.5) and the Cauchy-Schwarz inequality. We deduce
further:

F ij(log hnn);i(log hnn);j +
2

κn − κ1

n∑

k=1

(Fnn − F kk)(hnk;n)2(hnn)−1

≤ 2

1 + 2ε1

n∑

k=1

Fnn(log hnn)2
;k −

1− 2ε1
1 + 2ε1

n∑

k=1

F kk(log hnn)2
;k + c(ε1)F ijgijκ

−2
n

≤
n∑

k=1

Fnn(log hnn)2
;k + c(ε1)F ijgijκ

−2
n

= c(ε1)F ijgijκ
−2
n + f ′2Fnn‖∇u‖2 + 2αf ′Fnn 〈∇u,∇r〉+ α2Fnn‖∇r‖2.

We plug this into (7.3) and obtain for large κn:

Lw ≤ c+
n

F 2
Fnnκ2

n(1 + f ′u)− 2n

F
(κn − αc) +

1

F 2
F ijgij

(
c+ c(ε1)− nαλ′

v2λ

)

− f ′′ n
F 2

F iju;iu;j − α
λ

λ′
+ f ′2

n

F 2
Fnn‖∇u‖2 +

2nαf ′

F 2
Fnn 〈∇u,∇r〉

+
nα2

F 2
Fnn‖∇r‖2

≤ n

F 2
Fnn

(
κ2
n(1 + f ′u) + 2α|f ′|cκn + α2‖∇r‖2

)
− 2n

F
(κn − αc)

+ c− α λ
λ′

+
1

F 2
F ijgij

(
c+ c(ε1)− nαλ′

v2λ

)

< 0

after possibly enlarging α even further (compared to case 1) and for large κn. This completes
the proof. �

As in Proposition 7.3 we conclude:

7.7. Proposition. Under the assumptions of Theorem 1.3 the flow (3.1) exists for all times
with uniform C∞-estimates.
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8. Proofs of the main theorems

We give the final arguments to complete the proofs concerning the flow results and start
with the spherical case.

Proof of Theorem 1.1. In order to complete the proof of Theorem 1.1 with the help of Propo-
sition 7.3, all we have to show is that each subsequential limit is a sphere independent of the
subsequence as t→∞.

The evolution of the weighted enclosed volume

V (t) =

ˆ

Ωt

λ′dN

is

V̇ (t) =

ˆ

Mt

(
nλ′

F
− u
)
dµt ≥

ˆ

Mt

(
nλ′

H
− u
)
dµt ≥ 0.

The first inequality is due to the concavity of F which implies F ≤ H, [20, Lemma 2.2.20]
and the second one is due to Brendle’s Heintze-Karcher type inequality, [6, equ. (4)]. That
is, V is increasing. Since V is obviously bounded we have

ˆ ∞

0

ˆ

Mt

(
nλ′

H
− u
)
dµtdt <∞

and hence
ˆ

Mt

(
nλ′

H
− u
)
dµt → 0.

So any convergent subsequence of Mt must converge to a sphere, due to the characterization
of the limiting case in the Heintze-Karcher inequality. Due to the spherical barriers this
sphere is unique and we conclude the proof of the theorem. �

Now we turn to the other case and prove Theorem 1.3.

Proof of Theorem 1.3. Again it suffices to prove that there exists a subsequence that con-
verges to a sphere. If no subsequence converges to a geodesic sphere then there can not be
any subsequence for which ‖∇r‖ → 0. Hence there exists a positive constant c such that for
all times t > 0 we have

(8.1) max
Mt

‖∇r‖2 ≥ c.

The area evolves according to

(8.2)
d

dt
|Mt| =

ˆ

Mt

FH ≥
ˆ

Mt

(
n− Hu

λ′

)
=

ˆ

Mt

div(λ∇r)
λ′

=

ˆ

Mt

λ′′λ
λ′2
‖∇r‖2 ≥ 0.

The inequality in (8.2) is again due to F ≤ H. The last two equalities in (8.2) follow from
the fact div(λ∇r) = nλ′ −Hu and integration by parts respectively.

Due to the C1-estimates the area is bounded and hence, because of λ′′ ≥ 0, every subse-
quential limit Mt → M̃ must satisfy

ˆ

M̃

λ′′λ
λ′2
‖∇r‖2 = 0,

whence

(8.3) λ′′‖∇r‖2 = 0

throughout any subsequential limit. For all t > 0, let

ξt := argmaxMt
‖∇r‖2.
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We obtain that
λ′′(ξt)→ 0, t→∞,

for otherwise we reach a contradiction to (8.1) and (8.3). From (5.6) we obtain at the points
(t, ξt),

L|∇̂ϕ|2 ≤ −2Gijσij |∇̂ϕ|2 + 2Gijϕiϕj + 2Gϕ|∇̂ϕ|2

≤ −2nv2

F 2
F ikg̃

kjσij |∇̂ϕ|2 +
2nv2

F 2
F ikg̃

kjϕiϕj + cλ′′|∇̂ϕ|2

≤ −ε|∇̂ϕ|2,
for some suitable ε > 0. Thus |∇̂ϕ|2 actually has to decay exponentially and we obtain a
contradiction to (8.1). �

9. Geometric inequalities

In this section we complete the proof of the geometric inequalities. First of all, along the
flow d

dtx = Fν, we have the following variational formulas.

9.1. Proposition. Let Mt ⊂ N be a family of closed hypersurfaces evolving by d
dtx = Fν.

Denote by Ωt the enclosed domain by Mt and {a} × Sn. Then

d

dt

ˆ

Ωt

f =

ˆ

Mt

fF ∀f ∈ C∞(N),(9.1)

and
d

dt
|Mt| =

ˆ

Mt

HF .(9.2)

If ∆̄λ′ḡ − ∇̄2λ′ + λ′Rc = 0, then

d

dt

ˆ

Mt

Hλ′ =

ˆ

Mt

(2σ2λ
′ + 2H

〈
∇̄λ′, ν

〉
)F .(9.3)

Proof. The first and second ones are well known and have already been used in section 8.
We compute the third one.

d

dt

ˆ

Mt

Hλ′ =

ˆ

Mt

λ′(−∆F − F|A|2 −FRc(ν, ν))

+

ˆ

Mt

(
H
〈
∇̄λ′, ν

〉
+H2λ′

)
F

=

ˆ

Mt

−(∆̄λ′ − ∇̄2λ′(ν, ν)−H
〈
∇̄λ′, ν

〉
+ λ′Rc(ν, ν))F

+

ˆ

Mt

(
H
〈
∇̄λ′, ν

〉
+ (H2 − |A|2)λ′

)
F

=

ˆ

Mt

2σ2λ
′F + 2H

〈
∇̄λ′, ν

〉
F .

�

9.2. Proposition. Let Σ ⊂ N be a closed hypersurface. If Σ is star-shaped and λ′′

λ + 1−λ′2
λ2 ≥

0, then

(9.4)

ˆ

Σ

(n− 1)Hλ′ ≤
ˆ

Σ

2σ2u.
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Proof. Multiplying σij2 to (2.8), summing over i, j, integrating over Σ and using

∇iσij2 = hii;mg
mj − hij ;i = −Rc(ν, x;m)gmj ,

we have

ˆ

Σ

(n− 1)Hλ′ − 2σ2u =

ˆ

Σ

σij2 (λr;j);i

=

ˆ

Σ

λRc(ν, x;m)r;
m

=

ˆ

Σ

−(n− 1)

[
λ′′

λ
+

1− λ′2
λ2

]
λ‖∇r‖2 〈∂r, ν〉

≤ 0,

where we used the starshapedness and (2.7). �

Now we choose the flow as

d

dt
x =

( n
H
− u

λ′

)
ν.(9.5)

Along this flow the area |Mt| is non-decreasing and the quantity

ˆ

Mt

Hλ′dµt − 2n

ˆ

Ωt

λ′λ′′

λ
dN

is non-increasing.

9.3. Proposition. Under the assumptions of Theorem 1.5, let Mt ⊂ N be a family of closed
star-shaped hypersurfaces evolving by (9.5). Then

d

dt

ˆ

Ωt

λ′dN ≥ 0,(9.6)

d

dt
|Mt| ≥ 0(9.7)

and

d

dt

(
ˆ

Mt

Hλ′dµt − 2n

ˆ

Ωt

λ′λ′′

λ
dN

)
≤ 0.(9.8)

Proof. We first note that all the assumptions in Proposition 9.1 and Proposition 9.2 are sat-
isfied by the anti-de-Sitter Schwarzschild space and the hyperbolic space. Also the Heintze-
Karcher type inequality holds for the anti-de-Sitter Schwarzschild space and the hyperbolic
space. Thus inequality (9.6) is proved in the same way as the proof of Theorem 1.1 in sec-
tion 8. Inequality (9.7) was proved in the proof of Theorem 1.3 in section 8. Next we show
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(9.8). From (9.3) and (9.1), we have

(9.9)

d

dt

(
ˆ

Mt

Hλ′ − 2n

ˆ

Ωt

λ′λ′′

λ

)

=

ˆ

Mt

(
2σ2λ

′ + 2H
〈
∇̄λ′, ν

〉
− 2n

λ′λ′′

λ

)( n
H
− u

λ′

)

=

ˆ

Mt

2σ2λ
′
( n
H
− u

λ′

)
+

ˆ

Mt

λ′′

λ
(2Hu− 2nλ′)

( n
H
− u

λ′

)

≤
ˆ

Mt

((n− 1)Hλ′ − 2σ2u)−
ˆ

Mt

2H
λ′λ′′

λ

( n
H
− u

λ′

)2

≤ 0.

In the second equality, we used
〈
∇̄λ′, ν

〉
= λ′′

λ u and in the last two inequalities we used
Newton-Maclaurin inequality, (9.4) and λ′′ ≥ 0. �

The inequalities in Theorem 1.5 follow immediately from the monotonicity in Proposition
9.3 and the convergence result of the flow. The classification of the equality case follows
easily by checking the equality in (9.9). �
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THE INVERSE MEAN CURVATURE FLOW PERPENDICULAR TO THE

SPHERE

BEN LAMBERT AND JULIAN SCHEUER

Abstract. We consider the smooth inverse mean curvature flow of strictly convex hy-
persurfaces with boundary embedded in Rn+1, which are perpendicular to the unit sphere

from the inside. We prove that the flow hypersurfaces converge to the embedding of a

flat disk in the norm of C1,β , β < 1.

1. Introduction

We consider the inverse mean curvature flow in Rn+1 with a Neumann boundary condition
in a sphere. Let D = Dn be the closed n-dimensional unit disk and Ñ be the outward unit
normal of the inclusion Sn ↪→ Rn+1. Then we consider a family of embeddings

(1.1) X : [0, T ∗)× D ↪→ Rn+1

with a normal vector field N, the choice of which will be specified in a natural manner later,
such that

Ẋ =
1

H
N,(1.2a)

X(∂D) = ∂X(D) ⊂ Sn,(1.2b)

0 = 〈N|∂D, Ñ(X|∂D)〉,(1.2c)

〈γ̇(0), Ñ〉 ≥ 0 ∀γ ∈ C1((−ε, 0], X(t,D)) : γ(0) ∈ ∂X(t,D).(1.2d)

We prove the following result.

1.1. Theorem. Let

(1.3) X0 : D ↪→M0 ⊂ Rn+1

be the embedding of a smooth and strictly convex hypersurface with normal vector field N0,
such that

X0(∂D) ⊂ Sn,(1.4a)

〈γ̇(0), Ñ〉 ≥ 0 ∀γ ∈ C1((−ε, 0],M0) : γ(0) ∈ ∂X0(D),(1.4b)

〈N0|∂D, Ñ|∂D〉 = 0.(1.4c)

Then there exists a finite time T ∗ <∞, α > 0 and a unique solution

(1.5) X ∈ C1+ α
2 ,2+α([0, T ∗)× D) ∩ C∞((0, T ∗)× D,Rn+1)

Date: January 30, 2018.
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of (1.2) with initial hypersurface M0, such that the embeddings Xt converge to the embedding
of a flat unit disk as t→ T ∗, in the sense that the height of the Mt = X(t,D) over this disk
converges to 0.

1.2. Remark. The norm of convergence of the Mt to the disk will be specified in Remark 7.4,
when we will have developed a suitable coordinate system to describe the Mt.

Our motivation for treating this problem arises from several directions. First of all, the
inverse mean curvature flow (IMCF) has proven to be a useful tool in the theory of geometric
inequalities, cf. [11] for the probably most famous result in this direction. The works which
describe the asymptotic behaviour of the IMCF in Euclidean space include [4] and [21],
whereas in the hyperbolic space we refer to [7] and [17]. For the IMCF of hypersurfaces of
the sphere compare [8] and [14]. Those works deal with closed hypersurfaces.

Few years ago, the Ph.D. thesis [15] written by Thomas Marquardt appeared, also cf. [16].
Here the IMCF of hypersurfaces with boundary was considered and the embedded flowing
hypersurfaces were supposed to be perpendicular to a convex cone in Rn+1. However, short-
time existence was derived in a much more general situation, in other ambient spaces and
with other supporting hypersurfaces besides the cone. It appears to be a natural question,
whether one can also obtain nice convergence results if one imposes perpendicularity to other
hypersurfaces. Inspired by a recent result about rigidity of hypersurfaces in the sphere by
Matthias Makowski and the second author, cf. [14], Oliver Schnürer suggested to the authors
that this rigidity result might be helpful to consider the IMCF for hypersurfaces which are
perpendicular to the sphere. Indeed, we were able to prove his conjecture that this flow must
drive strictly convex hypersurfaces into the embedding of a disk.

The equivalent problem for the mean curvature flow was treated by Axel Stahl in [19] and
[18], in which the flow was shown to contract to a point. Other choices of boundary manifolds
for a graphical mean curvature flow have shown convergence of the flow to flat disks, see for
example [12] and [10], as well as [9] for a levelset approach.

The proof of Theorem 1.1 is ordered as follows: In section 2 we agree on notation and in
section 3 we collect the relevant evolution equations and boundary derivatives. In section 4
we make height and gradient estimates for convex hypersurfaces perpendicular to the sphere,
which is of interest independently. In particular there follows that if the boundary of a convex
manifold is contained in a hemisphere, then we have a lower height bound on the manifold.
In section 5 we show that the flow may be written graphically. In section 6 we use the
results of section 4 to demonstrate the two key estimates which in conjunction with rigidity
results of [14] give the theorem. The first of these is that while the boundary stays away
from an equator, a convex flow has a lower bound on H. The second shows that the flow
remains convex up until the singular time. Therefore, due to rigidity at the boundary, ∂Mt

must flow to an equator and so Mt must flow to a flat disk assuming that the flow may be
suitably extended. In section 7 we clarify the necessary PDE existence results and show C1,β

convergence. In the appendix we indicate how counterexamples to our general convergence
result can be constructed, when the supporting hypersurface is not a sphere.

APPENDIX A6. IMCF WITH BOUNDARY ON THE SPHERE

147



2. Setting and notation

There are various embeddings involved in (1.2), where in this section we suppress the time
parameter for better readability, namely the inclusion

(2.1) x : Sn ↪→ Rn+1,

the flow embeddings of the form

(2.2) X : D ↪→ Rn+1,

the inclusion

(2.3) z : ∂D ↪→ D,

as well as the derived embedding

(2.4) y : ∂D ↪→ Sn

satisfying

(2.5) X ◦ z = x ◦ y.
Throughout this paper, we stick to the coordinate based notation for tensors.

Geometric quantities in Rn+1 are denoted by a bar, e.g. (ḡαβ) for the Euclidean metric,
where greek indices range from 0 to n. We will also write 〈·, ·〉 for the Euclidean scalar
product.

Geometric quantities in Sn are denoted by a check, e.g. (ǧij) for the induced metric of the
embedding x, where latin indices range from 1 to n.

Induced quantities of embeddings D ↪→ Rn+1 are denoted by latin letters, e.g. the embed-
dings X induce metrics (gij), normal vector fields N and second fundamental forms (hij),
such that we have the Gaussian formula

(2.6) Xα
ij = −hijNα.

A hypersurface M ↪→ Rn+1 is called strictly convex, if N can smoothly be chosen, such that
(hij) is positive definite. For a strictly convex hypersurface we will choose N like this.

Induced quantities of embeddings to ∂D ↪→ Sn are denoted by greek letters, e.g. the embed-
dings y induce metrics (γIJ), normal vector fields ν and second fundamental forms (ηIJ),
where capital latin indices range from 2 to n.

Coordinate systems in ∂D will be denoted by (ξI), 2 ≤ I ≤ n.

Define H to be the mean curvature of the embeddings X,

(2.7) H = gijhij ,

where (gij) is the inverse of (gij).

For an embedded manifold Mn ↪→ Nn+1 and a function u : M → R, covariant derivatives
with respect to the induced metric are denoted by indices, e.g. uij . If ambiguities are possible,
e.g. in the case of tensor derivation, covariant derivatives are denoted by a semicolon, e.g.
hij;k. Standard partial derivatives are denoted by a comma, e.g. ui,j .
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3. Evolution equations and boundary derivatives

For the inverse mean curvature flow the interior evolution equations are well-known. We
need the spatial boundary derivatives of various curvature quantities, when the supporting
hypersurface is a sphere. The calculations are quite similar to those in [15] and [18]. For
the sake of completeness and for a better comprehensibility of the different notation, let us
derive them in detail.

3.1. Remark. Short-time existence for the flow (1.2) was derived in [15, Thm. 2.12]. Thus
we are justified to use (1.2) to calculate the boundary derivatives.

3.2. Remark. Due to (1.2c) we obtain that

(3.1) Ñ ∈ X∗(TD)

and thus at boundary points there holds

(3.2) ñ ≡ (〈Xk, Ñ〉) ∈ T 0,1D.
Thus, using (2.5), we see that

(3.3) B = (ñ, z2, . . . , zn)

forms a basis of TyD for all y ∈ ∂D. Here we slightly abuse notation and let ñ denote the
contravariant version of ñ as well. Furthermore we have

(3.4) gij ñ
izjI = 0, 2 ≤ I ≤ n.

Boundary derivatives.

3.3. Lemma. On ∂D there holds

(3.5) Hiñ
i = −H.

Proof. Note that from

(3.6) Ẋ =
1

H
N,

which also holds on ∂D, we obtain from (2.5) that

(3.7)
1

H
xiν

i =
1

H
N =

d

dt
(X ◦ z) = xiẏ

i,

where ν denotes the pullback of N along x, which is well defined by (1.2c). We obtain that

(3.8) ẏ =
1

H
ν

holds in TSn. Differentiating (1.2c) with respect to time we obtain

0 = 〈Ṅ , Ñ〉+ 〈N, Ñiẏi〉

=
1

H2
〈XiH

i, Ñ〉+
1

H
〈N, ȟki xkνi〉,

(3.9)

which implies the result in view of ȟki = δki . � �

3.4. Lemma. On ∂D there hold

(i) hij ñ
izjI = 0, 2 ≤ I ≤ n,

(ii) hij;kz
i
Iz
j
J ñ

k = −hijziIzjJ + hij ñ
iñjgklz

k
I z
l
J .
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Proof. Differentiating (1.2c) with respect to ξI yields, also using (2.5),

0 = 〈NI , Ñ〉+ 〈N, ÑI〉
= hkl ñkz

l
I + 〈N, ȟkl xkylI〉

= hij ñ
izjI .

(3.10)

Differentiate (2.5) twice to obtain

(3.11) Xklz
k
I z
l
J +Xkz

k
IJ = xky

k
IJ + xkly

k
I y
l
J .

Note that the first term on each of the two sides of (3.11) is a multiple of N due to the
Gaussian formula in both cases. Thus by taking the scalar product with Xk we obtain

(3.12) zkIJ = −ȟlmñkylIymJ = −γIJ ñk = −gijziIzjJ ñk,

where we used that ȟij = ǧij = ḡαβx
α
i x

β
j and (2.5).

Differentiating (3.10) with respect to ξJ yields

hij;kz
k
J ñ

izjI = −hij ñiJzjI − hij ñizjIJ
= −hijziJzjI + hij ñ

iñjγIJ ,
(3.13)

where we used

ñiJ = (gkiḡαβX
α
k Ñ

β);J

= gkiḡαβX
α
klÑ

βzlJ + gkiḡαβX
α
k Ñ

β
l y

l
J

= gkiḡαβδ
m
l x

β
my

l
JX

α
k

= ziJ

(3.14)

to transform the first term and (3.12) to transform the second term. � �

3.5. Lemma. On ∂D there holds

(3.15) hij;kñ
iñj ñk = −nhij ñiñj .

Proof. With respect to the basis B, g and A split, compare Remark 3.2 and Lemma 3.4.
Therefore we have

(3.16) γIJziIz
j
J = gij − ñiñj

and thus

−H = Hkñ
k = gijhij;kñ

k

= hij;kñ
iñj ñk + hij;kz

i
Iz
j
J ñ

kγIJ

= hij;kñ
iñj ñk − hijziIzjJγIJ + hij ñ

iñjgklz
k
I z
l
Jγ

IJ

= hij;kñ
iñj ñk −H + nhij ñ

iñj .

(3.17)

� �

We need another lemma about the induced embedding.
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3.6. Lemma. The second fundamental form (ηIJ) with respect to the normal −ν as in (3.8)
of the induced embedding

(3.18) y : ∂D ↪→ Sn

satisfies

(3.19) ηIJ = hklz
k
I z
l
J .

In particular, if X is the embedding of a convex hypersurface into Rn+1, y is the embedding
of a convex hypersurface into the sphere Sn.

Proof. Differentiating (2.5) twice, we obtain from (3.12)

−xkηIJνk = −hklzkI zlJN +Xkz
k
IJ + γIJÑ

= −hklzkI zlJN.
(3.20)

� �

To understand how the height of our hypersurfaces over a hyperplane behaves, we have the
following lemma.

3.7. Lemma. Let

(3.21) X0 : D→M0 ↪→ Rn+1

be an embedding as in (1.4). Let ω ∈ Rn+1. Then the height over the hyperplane ω⊥,

(3.22) w = 〈X,ω〉,
satisfies

(3.23) wkñ
k = w

on ∂D. In particular, if ω is chosen, such that w is positive on ∂D, w attains its global
minimum in the interior of D.

Proof. On ∂D we have

wkñ
k = ḡαβX

α
k ω

βgklḡγδX
γ
l Ñ

δ

= ḡβδω
βÑδ

= 〈Ñ , ω〉
= w,

(3.24)

since on the boundary X maps into Sn and here the position vector X equals the outer
normal Ñ . � �

Evolution equations. We need the following evolution equations.

3.8. Lemma. The speed

(3.25) Φ = − 1

H

satisfies

(3.26) Φ̇− 1

H2
∆Φ =

‖A‖2
H2

Φ
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in the interior and

(3.27) Φkñ
k = Φ

on the boundary.

Proof. The interior equation follows from [6, Lemma 2.3.4] and the boundary derivative from
Lemma 3.3. � �

3.9. Lemma. Let ω ∈ Rn+1. Then the height

(3.28) w = 〈X,ω〉
of Mt over the plane ω⊥ satisfies

(3.29) ẇ − 1

H2
∆w =

2

H
〈N,ω〉

in the interior and

(3.30) wkñ
k = w

on the boundary.

Proof. The interior equation comes from (1.2a) and the boundary derivative is derived in
Lemma 3.7. � �

Applying a strictly convex function in Rn+1 to X yields a very useful evolution equation,
the derivation of which is a simple calculation.

3.10. Lemma. Let χ ∈ C2(Rn+1). Then χ = χ(X) satisfies

(3.31) χ̇− 1

H2
∆χ =

2

H
χαN

α − 1

H2
χαβX

α
i X

β
j g

ij

in the interior and

(3.32) χiñ
i = 〈Dχ, Ñ〉

on the boundary.

4. Height estimates

4.1. Definition. (i) For a convex hypersurface M0 satisfying (1.4) let conv(∂M0) denote
the closed convex body in the sphere enclosed by the convex hypersurface ∂M0 ↪→ Sn,
cf. Lemma 3.6.

(ii) For a point x0 ∈ Sn, H(x0) denotes the closed hemisphere in Sn with center x0. The
corresponding equator is denoted by S(x0).

4.2. Lemma. Let M0 be a convex hypersurface satisfying (1.4) and

(4.1) C0 = {x ∈ Rn+1 : x = sp, s ≥ 0, p ∈ conv(∂M0)}.
Then there holds

(4.2) M0 ⊂ C0.
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Proof. C0 is a convex cone in Rn+1, cf. [3, Prop. 2], and is made of an intersection of
half-spaces in Rn+1 with normal N0,

(4.3) C0 =
⋂

y∈∂M0

{x ∈ Rn+1 : 〈x− y,N0〉 ≤ 0}.

The tangent spaces of C0 and M0 coincide at all boundary points due to (1.4c) and hence
for all boundary points y, M0 lies on the same side of the tangent plane TyM0 as C0. � �

In the sequel we need the following simple geometric lemma.

4.3. Lemma. Let R > 0, e0 ∈ Rn+1 be a unit vector and C ⊂ Rn+1 be a convex closed cone.
Then for all ε > 0 there exists δ > 0, such that

(4.4) 〈a, e0〉 ≥ cos
(π

2
− ε
)
‖a‖ ∀a ∈ C

implies

(4.5) 〈x, e0〉 ≥ R+ δ ∀BR(x) ⊂ C.

Proof. Suppose the claim was false. Then there existed ε > 0 and a sequence of Euclidean
balls BR(xk) ⊂ C with the property

(4.6) R ≤ 〈xk, e0〉 < R+
1

k

and such that (4.4) holds. Without loss of generality assume that xk converges to some
x ∈ C. Then we also have

(4.7) BR(x) ⊂ C,
since C is closed. Then

(4.8) a = x−Re0 ∈ B̄R(x)

and due to (4.4) there holds a = 0. Thus we have

(4.9) x = (R, 0, . . . , 0)

and hence a contradiction to (4.7), since C does not hit {x0 = 0} tangentially at 0. � �

4.4. Lemma. Let

(4.10) X0 : M ↪→ Rn+1

be the embedding of a strictly convex hypersurface M0, such that (1.4) holds. Let e0 ∈
int(conv(∂M0)) be a direction, such that conv(∂M0) is contained in the open hemisphere
int(H(e0)). Then we have

(4.11) ϕ := 〈N0, e0〉 ≤ c0
for some constant c0 < 0, which only depends on the distance of e0 to ∂M0.

Proof. The Gauss map of the embedding X0,

(4.12) N0 : D ↪→ Sn,

is a diffeomorphism onto its image due to the strict convexity. By Lemma 3.6 and [6,
Thm. 9.2.5] the restriction

(4.13) N0|∂D : Sn−1 ↪→ Sn
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is a convex embedding and by [2, Thm. 1.1], there exist two disjoint open connected compo-
nents A and B, such that

(4.14) Sn\N0(∂D) = A ∪B
and A is the interior of the strictly convex body in the sphere, which N0(∂D) bounds. Since
conv(∂M0) is chosen to be contained in H(e0), we have

(4.15) ∂A ⊂ H(−e0)

and from [6, Thm. 9.2.9, Thm. 9.2.10] we obtain

(4.16) − e0 ∈ A ⊂ Ā ⊂ H(−e0).

We have either

(4.17) N0(D\∂D) ⊂ A
or

(4.18) N0(D\∂D) ⊂ B,
since the continuous map

(4.19) N0 : D\∂D→ A ∪B
has to map the connected domain into a connected component, also compare [1, Cor. IV.19.7].
Since the height function

(4.20) w = 〈X, e0〉
is increasing at the boundary, cf. Lemma 3.7, it attains an interior minimum and thus
−e0 ∈ N0(D\∂D). Thus we must have (4.17). A closed geodesic ball B around e0 satisfying

(4.21) e0 ∈ B ⊂ conv(∂M0)

satisfies the following inclusion for the polar convex bodies,

(4.22) Ā = conv(∂M0)∗ ⊂ B∗,
compare [6, Cor. 9.2.10] for the inclusion and [6, eq. (9.2.65)] for the equality. This implies
the claim, since B∗ is a geodesic ball around −e0, the size of which can be estimated from
above in dependence of the size of B, meaning that all normals to ∂M0 are strictly pointing
downwards. � �

4.5. Corollary. In the situation of Lemma 4.4 the height function

(4.23) w = 〈X0, e0〉
does not attain an interior local maximum.

Proof. Using the Gaussian formula we obtain

(4.24) ∆w = −Hϕ > 0.

� �

4.6. Corollary. In the situation of Lemma 4.4 there holds

(4.25) 〈e0 −X0, N0〉 < 0.
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Proof. Suppose the claim to be false, then there existed a point z ∈ int(D) with the property
that e0 is not contained in the supporting open halfspace at X0 = X0(z),

(4.26) S0 = {x ∈ Rn+1 : 〈x−X0, N0〉 < 0}.
Due to Lemma 4.4 we then also had

(4.27) 0 /∈ S̄0.

By the strict convexity of M0 we have

(4.28) X0(∂D) ⊂ S0.

∂S0 splits Sn into two spherical caps. Translating the hyperplane ∂S0 until it hits 0, we see
that ∂M0 originally had to be contained in the spherical cap which is geodesically convex.
But by assumption we have e0 ∈ int(conv(∂M0)), which contradicts e0 /∈ S0. � �

We are now able to estimate the height of a hypersurface M0 as the latter appears in (1.4).
It depends on the estimate in Lemma 4.4 and the curvature.

4.7. Lemma. In the situation of Lemma 4.4 the height

(4.29) w = 〈X0, e0〉
satisfies

(4.30) w ≥ δ > 0,

for a constant δ, which depends on the constant c0 in Lemma 4.4, the length of the second
fundamental form of M0 and the distance of ∂M0 to the equator S(e0).

Proof. Let a ∈ M0 be the interior global minimum point of w. Due to Lemma 4.4 it is
possible to write M0 locally around a as a graph over the unit disk in {0} ×Rn, where w is
the graph function. Then

(4.31) wij = −hij〈N0, e0〉.
Using [6, Lemma 2.7.6], we obtain that the Hessian of w with respect to Euclidean coordinates
only depends on the second fundamental form and on the estimate of 〈N, e0〉 from below.
Define

(4.32) M̂0 =
⋂

y∈M0

{x ∈ Rn+1 : 〈x− y,N0〉 ≤ 0}.

From the previous considerations M̂0 satisfies an interior sphere condition at a with interior
ball BR depending on sup ‖A‖ and 〈N, e0〉. Due to

(4.33) BR ⊂ M̂0 ⊂ C0,

from Lemma 4.3 we obtain the existence of δ > 0, such that

(4.34) 〈a, e0〉 ≥ δ.
� �

4.8. Corollary. In the situation of Lemma 4.4 we have

(4.35) X0(int(D)) ⊂ int(B+),

where B+ ⊂ Rn+1 is the pointed halfball

(4.36) B+ = B+
1 (0)\{e0}.
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Proof. The function

(4.37) ρ = |X0|2

satisfies

(4.38) ∆ρ = −2H〈N0, X0〉+ 2n,

due to the Gaussian formula. At an interior maximum of ρ we have

(4.39) 0 = ∇ρ

and thus X0 has to be a multiple of N0. Since

(4.40) 〈X0, e0〉 > 0

due to Lemma 4.7 and

(4.41) 〈N0, e0〉 < 0

due to Lemma 4.4, we have

(4.42) 〈N0, X0〉 < 0.

Thus at a maximal point we have

(4.43) ∆ρ > 0,

a contradiction. Since we have ρ = 1 at the boundary, the claim follows. � �

5. Moebius coordinates and the scalar flow

In this section we want to derive a scalar flow equation naturally associated with (1.2).
Therefore we aim for a graph representation. A natural candidate for hypersurfaces of our
type are rotations of Moebius transformations on the plane. Consider a one-parameter family
of Moebius transformations of the form

(5.1) f̃(x, λ) =
(1 + λ)x+ i(λ− 1)

1 + λ+ i(1− λ)x
,

where (x, λ) ∈ [−1, 1] × [1,∞). For each λ this is a conformal transformation moving the
real axis towards i as λ→∞, whereas the boundary of the real interval [−1, 1] maps to the
unit sphere perpendicularly. A rotation of a plane in Rn+1 around the e0-axis gives rise to
the following definition.

5.1. Definition. Let D ⊂ Rn be the unit disk. Define Moebius coordinates for the pointed
halfball

(5.2) B+ := B+
1 (0)\{e0}

to be the diffeomorphism

f : D × [1,∞)→ B+

f(x, λ) =
4λx+ (1 + |x|2)(λ2 − 1)e0

(1 + λ)2 + (1− λ)2|x|2 .
(5.3)
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Graphs in Moebius coordinates. Let us provide some general formulae for hypersurfaces M ⊂
Rn+1 which can be written as graphs in Moebius coordinates. Thus suppose the embedding
of a hypersurface M is given by a map

X : D ↪→ Rn+1

z 7→ f(x(z), u(x(z))),
(5.4)

where u : D → [1,∞) is a function. First of all, from a tedious computation and the con-
formality of f we obtain a representation of the Euclidean metric δαβ in Moebius coordi-
nates,

(5.5) ds̄2 = e2ψ(dx02
+ σijdx

idxj),

where x0 corresponds to the λ-coordinate,

(5.6) e2ψ =

〈
∂f

∂x0
,
∂f

∂x0

〉
,

(5.7)
∂f

∂λ
(x, λ) =

(1 + |x|2)(1− λ2)

λ((1 + λ)2 + (1− λ)2|x|2)

(
f − λ2 + 1

λ2 − 1
e0

)
.

and

(5.8) σij = e−2ψ

〈
∂f

∂xi
,
∂f

∂xj

〉
.

For M we have the induced metric

(5.9) gij = e2ψ(uiuj + σij)

with inverse

(5.10) gij = e−2ψ

(
σij − σikuk

v

σljul
v

)
,

where

(5.11) v2 = 1 + σijuiuj .

The contravariant version of the normal is

(5.12) (Nα) = ±v−1e−ψ(1,−σikuk).

Those formulae can be found in [6, Sec. 1.5].

Due to the conformality of f the outward Euclidean unit normal to D, N̆, is mapped to a
multiple of the unit normal to the sphere in Rn+1 which we called Ñ earlier. Thus for a
hypersurface satisfying the boundary condition (1.4c) we obtain

0 =

〈
N̆k ∂f

∂xk
, N

〉

= ∓e
ψ

v
N̆kuk

(5.13)

and thus such a hypersurface satisfies the Neumann boundary condition

(5.14) N̆kuk = 0.

Now we prove that hypersurfaces satisfying (1.4) are graphs in Moebius coordinates.
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5.2. Proposition. Let

(5.15) X0 : M ↪→ Rn+1

be the embedding of a strictly convex hypersurface M0, such that (1.4) holds. Choose e0 ∈
int(conv(∂M0)), such that conv(∂M0) is contained in the open hemisphere int(H(e0)). Then
M0 can be written as a graph in Moebius coordinates around e0, i.e. Moebius coordinates in
the pointed half-ball B+

1 (0)\{e0} yield a representation

(5.16) X0(z) = f(x, u0(x)),

where f is the diffeomorphism defined in (5.3).

Proof. Due to Corollary 4.8 Moebius coordinates are well-defined throughout M0. By the
implicit function theorem all we have to show is that

(5.17)

〈
∂f

∂λ
,N0

〉
< 0.

Due to Lemma 4.7 we have λ ≥ c > 1 and thus it suffices to discard the negative scalar
fraction in (5.7). We have

〈
X0 −

λ2 + 1

λ2 − 1
e0, N0

〉
= 〈X0 − e0, N0〉 −

〈
2

λ2 − 1
e0, N0

〉

> − 2

λ2 − 1
〈e0, N0〉

> 0,

(5.18)

due to Lemma 4.4 and Corollary 4.6. � �

The previous considerations allow us to naturally associate a scalar parabolic equation to
strictly convex solutions of our inverse mean curvature flow (1.2).

5.3. Corollary. Let X be a solution of (1.2) on a time interval [0, ε), such that all Mt,
0 ≤ t < ε, range within a pointed halfball B+ and are graphs in Moebius coordinates for B+,

(5.19) Mt = {(x(t, z), u(t, x)) : (t, z) ∈ [0, ε)× D}.

Then u solves a parabolic Neumann problem on [0, ε)×D, namely

∂u

∂t
= − v

eψH
in (0, ε)×D,

ukN̆
k = 0 on [0, ε)× ∂D,
u = u0 on {0} ×D.

(5.20)

Proof. For curvature flows in ambient spaces covered by Gaussian coordinate systems the
interior equations are deduced in [6, p. 98-99]. Just note that in our case the normal N0 and

the vector ∂f
∂x0 are pointing in opposite directions, hence the sign. The boundary equation

follows from the fact that all Mt are perpendicular to the sphere and by the derivation of
(5.14). � �

APPENDIX A6. IMCF WITH BOUNDARY ON THE SPHERE

158



6. Curvature estimates and convexity

6.1. Remark. Let T ∗ be the largest time, such that there exists a smooth solution to (1.2)
on the interval [0, T ∗). This implies mean convexity of Mt, 0 ≤ t < T ∗. By Remark 3.1 we
indeed have T ∗ > 0. Let T̄ > 0 be the largest time, such that the solution is smooth on [0, T̄ )
and Mt is strictly convex for all 0 ≤ t < T̄ .

6.2. Proposition. Let X be the solution of (1.2) on the interval [0, T̄ ). Then the principal
curvatures are bounded, i.e. for 1 ≤ i ≤ n there holds

(6.1) κi ≤ H ≤ max
D

H(0, ·) ∀t ∈ [0, T̄ ).

Proof. Using the convexity of the flow hypersurfaces up to T̄ , all we have to bound is H.
From Lemma 3.8 we obtain

(6.2) Ḣ − 1

H2
∆H ≤ −‖A‖

2

H2
H

and

(6.3) Hkñ
k = −H.

Thus the claim follows from a standard maximum principle, e.g. [19, Thm. 3.1]. � �

6.3. Lemma. On the interval [0, T̄ ) let

(6.4) yt : ∂D ↪→ Sn

be the induced embeddings of Xt. Then the convex bodies of the embedded submanifolds
∂Mt ↪→ Sn form an increasing sequence and satisfy uniform interior sphere conditions inde-
pendently of t.

Proof. The convexity of the ∂Mt in Sn follow from Lemma 3.6. From (3.8) we see that
the enclosed convex bodies are increasing. From Proposition 6.2 and Lemma 3.6 we obtain
uniform C2-estimates and thus uniform interior sphere conditions, also compare [14, Def. 3.2].

� �

6.4. Corollary. There exists a C1,α limiting surface ∂MT̄ arising as the limit of the ∂Mt.
∂MT̄ either is an equator of the sphere or is contained in an open hemisphere.

Proof. ∂MT̄ is the boundary of a weakly convex body in a hemisphere, in the sense of [14,
Def. 3.2], also compare [14, Lemma 6.1]. [14, Thm. 1.1] implies the claim. � �

We want to conclude that T̄ = T ∗ and that ∂MT∗ must be an equator, which would yield
the result due to the height estimates. Therefore we need some more estimates.

6.5. Lemma. Let X be the solution of (1.2) on the interval [0, T̄ ) and suppose that ∂MT̄ is
not an equator. Then there holds

(6.5) sup
[0,T̄ )×D

1

H
≤ c,

where c depends on M0 and the distance of ∂MT̄ to a suitable equator S(e0).
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Proof. Let e0 ∈ int(conv(∂MT̄ )), such that conv(∂MT̄ ) is contained in int(H(e0)). Then, due
to the monotonicity of conv(∂Mt) we also have

(6.6) e0 ∈ int(conv(∂Mt))

for t close to T̄ . Thus it is possible to apply Lemma 4.7 to obtain a positive lower bound for
the height function

(6.7) w = 〈Xt, e0〉 ≥ δ > 0.

Define the strictly convex function in Rn+1

(6.8) χ(x) =
1

2
|x̂|2 +

β

2
(x0)2 − λx0 + 1,

where

(6.9) x̂ = (0, x1, . . . , xn)

and

(6.10) λ >
1

δ
, 0 < β < 1.

Define

(6.11) ζ =
1

H

1
1
2 − χ

≡ 1

H
G(χ).

Due to the height estimates, ζ is well defined and positive on [0, T̄ ) × D. With the help of
Lemma 3.8 and Lemma 3.10 a simple computation yields the following evolution equation
for ζ, namely

ζ̇ − 1

H2
∆ζ =

‖A‖2
H2

ζ + 2χαN
αζ2 − 1

H
χαβX

α
i X

β
j g

ijζ2

− 2χiχ
iζ3 − 2

H2

(
1

H

)

i

Gi
(6.12)

and the boundary equation

(6.13) ζiñ
i =

(
1 +GχαÑ

α
)
ζ.

Due to X = Ñ on the boundary, we obtain

(6.14) χαÑ
α = 1 + (β − 1)(X0)2 − λX0

and thus on the boundary

(6.15) 1 +GχαÑ
α = 1 +

1 + (β − 1)(X0)2 − λX0

λX0 − β−1
2 (X0)2 − 1

< 0.

Now suppose for 0 < T < T̄ that

(6.16) max
[0,T ]×D

ζ = ζ(t0, z0) ≥ 1, t0 > 0.

Then z0 ∈ int(D) and thus from (6.12) we obtain at this point that, also using

(6.17)
Gi
G

= −
(

1
H

)
i

1
H

,

(6.18) 0 ≤
(
c− 1

H
χαβX

α
i X

β
j g

ij

)
ζ2,
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where c = c(δ). Since

χαβX
α
i X

β
j g

ij = χαβ ḡ
αβ − χαβNαNβ

= n+ β − 1 + (1− β)(N0)2,
(6.19)

we obtain a bound for 1
H at the point (t0, z0). Since G is bounded, this implies a uniform

bound on ζ and in turn a uniform bound on 1
H . � �

6.6. Proposition. There holds T̄ = T ∗. In particular the strict convexity of the flow hyper-
surfaces is preserved up to T ∗.

Proof. Suppose that T̄ < T ∗ ≤ ∞. In case that ∂MT̄ is an equator of the sphere, we conclude
from the height estimates that MT̄ is a flat disk and thus a singularity of the flow. This
would yield T̄ = T ∗. Thus suppose that ∂MT̄ is not an equator. From Lemma 6.5 we obtain

(6.20)
1

H
≤ c ∀t ∈ [0, T̄ )

and again the height function satisfies

(6.21) w ≥ δ > 0.

Define

(6.22) H̃ =
n∑

i=1

1

κi
= gij h̃

ij ,

where (h̃ij) is the inverse of (hij). At a given point choose coordinates with respect to the
basis B = (ñ, zI), then at the boundary we deduce, due to Lemma 3.4 and Lemma 3.5, that

H̃kñ
k = −h̃ri h̃sihrs;kñk

= −h̃1
1h̃

11h11;kñ
k − h̃JI h̃KIhJK;kñ

k

= nh̃1
1h̃

11h11 + h̃JI h̃
KIhJK − h̃JI h̃KIgKJh11

≤ (n− 1)h̃1
1 + h̃ri h̃

sihrs

= (n− 1)h̃ij ñiñ
j + H̃.

(6.23)

Set

(6.24) φ = log H̃ − (n+ 1) logw − αt, t < T̄ ,

where α will be chosen in dependence of δ and the initial data. From [5, Lemma 6.5] and
Lemma 3.9 we obtain

φ̇− 1

H2
∆φ = −‖A‖

2

H2
+

2n

HH̃
+

2

H2H̃2
H̃iH̃

i

−
(

2

H2
grsh̃klhrk;phsl;q −

2

H3
HpHq

)
h̃pih̃qi
H̃

− 2n+ 2

Hw
〈N, e0〉 −

n+ 1

H2w2
wiwi − α

(6.25)

in the interior and

(6.26) φkñ
k ≤ 1 +

n− 1

H̃
h̃1

1 − (n+ 1) < −1 ∀(t, ξ) ∈ [0, T̄ )× ∂D.
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Now suppose that for 0 < T < T̄ we have

(6.27) sup
[0,T ]×D

φ = φ(t0, z0), t0 > 0.

Then z0 does not lie on ∂D. From (6.25) we obtain at (t0, z0), also using

(6.28)
H̃i

H̃
= (n+ 1)

wi
w

and that the big bracket is nonnegative by [5, equ. (1.7)], that

(6.29) 0 ≤ c+
2(n+ 1)2

H2w2
‖Dw‖2 − α,

where the constant depends on δ and the bound on H−1. For large α this is a contradiction.
Thus under the assumption that ∂MT̄ is not an equator we obtain that the supremum of φ
would be decreasing and thus φ was bounded up to T̄ . But then

(6.30) log H̃ = φ+ (n+ 1) logw + αt ≤ c+ αT̄ ,

which contradicts the definition of T̄ , at which H̃ would have to blow up, provided T̄ <
T ∗. � �

6.7. Corollary. There holds

(6.31) T ∗ <∞.

Proof. Let e0 ∈ int(conv(∂MT∗)), such that conv(∂MT∗) ⊂ H(e0). The induced strictly
convex hypersurfaces ∂Mt ↪→ Sn satisfy the flow equation (3.8), which has a uniformly
positive speed in normal direction. Thus ∂MT∗ is reached in finite time. � �

7. Convergence to a flat disk

We have seen that as long as the boundary of the flow is strictly contained in an open
hemisphere, we have uniform bounds on the height, the mean curvature and the principal
curvatures. We want to conclude that the flow can be extended whenever ∂MT∗ is not an
equator. This would finish the proof of the main result due to the definition of T ∗. In this
section we will apply regularity theory to the scalar flow equation in Corollary 5.3 to achieve
this.

A straightforward computation yields the following representation of this equation.

7.1. Proposition. The function u : (0, T ∗)×D → [1,∞) satisfies the equation

(7.1)
∂u

∂t
= − v

e2ψv−1gijui,j +A(x, u,Du)
≡ F (x, u,Du,D2u),

where A is smooth and F is a uniformly parabolic operator, provided ∂MT∗ is not an equator
of the sphere.

Proof. An easy computation gives a relation between covariant and partial derivatives of u,
namely

(7.2) uij = ui,jv
−2 + rij(x, u,Du),

where rij is a smooth tensor of the indicated variables. Due to [6, equ. (1.5.10)] we obtain

(7.3) hijv
−1e−ψ = ui,jv

−2 + rij(x, u,Du)
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with a possibly different, but still smooth, tensor rij . Inserting this into (5.20) gives the first
equality.

The parabolicity follows from

(7.4)
∂F

∂ui,j
=

v

eψH2

∂H

∂ui,j
=

1

H2
gij ,

since as long as ∂MT∗ is not an equator, we have H ≥ c > 0 by Lemma 6.5 and gij is
equivalent to the Euclidean metric on D due to (5.18). � �

7.2. Lemma. Let X : (0, T ]→ Rn+1 be a solution of (1.2) and suppose that ∂MT is not an
equator of the sphere. Then

(7.5) T ∗ > T + ε,

where ε depends on M0 and the distance of ∂MT to a suitable equator.

Proof. (i) Considering the scalar problem as in Corollary 5.3, from Proposition 7.1 and
standard regularity theory we obtain C∞-estimates up to T for u, compare for example [13,
Thm. 14.23] or [20, Thm. 4, Thm. 5]. A slight adjustment of the proof of [6, Thm. 2.5.7] to
the Neumann boundary case yields a short-time existence interval of length ε for C2,α initial
functions, depending on the data of the differential operator. In our situation, these data
are uniformly under control, such that choosing a flow hypersurface Mt0 with T − t0 < ε
yields an extension beyond T. By the standard method of difference quotients this extension
is smooth. Thus we have extended the scalar function u.

(ii) To obtain the full curvature flow from the scalar function u, we use the standard method
applied in [15, Sec. 2.3], solving an ODE to allow for normal directed evolution. � �

Together with Corollary 6.7 and the C2-estimates we obtain the final result.

7.3. Corollary. ∂MT∗ is an equator of the sphere and MT∗ is an embedded flat disk.

7.4. Remark. From Proposition 6.2 and (7.3) we obtain uniform C2-bounds for the graph
functions u and thus the norm of convergence, in which the flow hypersurfaces converge
to unit disk can be characterised by saying that the functions u converge to the constant
function with value 1 in the norm of C1,β(D).

Appendix

We use this appendix to observe that in general the inverse mean curvature flow with a
Neumann boundary condition may not be expected to converge globally to a minimal hy-
persurface as proved above. Indeed, we shall construct a counterexample for boundary
manifolds arbitrarily close to the sphere.

We choose Σ be a rotationally symmetric ellipsoid. We will consider equations (1.2) replacing

Sn with Σ and Ñ with the outward normal to Σ. We start from rotationally symmetric,
strictly convex initial data and flow by inverse mean curvature flow.

We firstly observe that the flow from such initial data may only exist for a finite time:
Suppose not. An easy extension of Lemma 3.3 yields

Hiñ
i = −Hȟijνiνj ,

APPENDIX A6. IMCF WITH BOUNDARY ON THE SPHERE

163



where ȟij is the second fundamental form of the ellipsoid (with respect to the outwards
pointing normal vector). Due to the convexity of the ellipsoid, we may proceed as in Propo-
sition 6.2 to get an upper bound on H, and so a lower bound on the speed of the flow.
Since the boundary is constrained to move with a speed uniformly bounded below around
the ellipsoid, the boundary must meet itself in finite time. At this point from standard cal-
culations on rotationally symmetric surfaces, one principal curvature of the manifold must
become infinite. By mean convexity we have a singularity of the flow in the sense that ‖A‖2
blows up everywhere on the boundary, and the classical flow must stop. We therefore have
that for all such initial data a finite time singularity occurs.

We know that if the flow does converge to a minimal surface then, since rotational symmetry
is preserved by the flow, it must converge to either a catenoid or a flat plane. The former
of these options is not possible since it necessitates a change of topology, and so due to
the boundary condition such a global singularity may only occur at the plane of reflectional
symmetry of the boundary ellipsoid.

Figure 1. An ellipsoid with strictly convex, rotationally symmetric initial
data (red) that cannot converge to the only minimal surface allowed by the
boundary condition (dotted).

We may now construct strictly convex, rotationally symmetric initial data as in Figure 1
such that this initial data passes through the minimal surface – such data may always be
constructed if the boundary ellipsoid is flattened in the axis of rotation. While the flow
remains parabolic it may only move in one direction, and so it can never converge to this
plane.

Hence, for any non-spherical rotational ellipsoid, there exist convex rotationally symmetric
initial data such the the flow forms a finite time singularity and cannot converge to a (smooth)
minimal surface.
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A GEOMETRIC INEQUALITY FOR CONVEX FREE BOUNDARY

HYPERSURFACES IN THE UNIT BALL

BEN LAMBERT AND JULIAN SCHEUER

Abstract. We use the inverse mean curvature flow with a free boundary perpendicular

to the sphere to prove a geometric inequality involving the Willmore energy for convex
hypersurfaces of dimension n ≥ 3 with boundary on the sphere.

1. Introduction

In [16] we considered the inverse mean curvature flow (IMCF) perpendicular to the sphere,
namely a family of embeddings

(1.1) X : D× [0, T ∗)→ Rn+1,

where D denotes the n-dimensional unit disk, which satisfy the Neumann boundary value
problem

Ẋ =
1

H
N,(1.2a)

X(∂D) = ∂X(D) ⊂ Sn,(1.2b)

0 =
〈
N|∂D, Ñ(X|∂D)

〉
,(1.2c)

〈
γ̇(0), Ñ

〉
≥ 0 ∀γ ∈ C1((−ε, 0],Mt) : γ(0) ∈ ∂X(D)(1.2d)

with initial embedding X0 of a strictly convex hypersurface M0, also satisfying the conditions
(1.2b), (1.2c) and (1.2d). Here Ñ denotes the outward unit normal of Sn. In the following
we will refer to these three conditions by saying that M0 is perpendicular to the sphere from
the inside.

In [16, Thm. 1] we proved that (1.2) with strictly convex initial data exists smoothly up to
a maximal time T ∗, preserves the strict convexity as well as the perpendicularity condition up
to T ∗ and that T ∗ is characterised by the C1,α-convergence of the embeddings X(t, ·) to the
embedding of a flat disk bisecting the unit ball, where α < 1 is arbitrary; also compare [16,
Rem. 1]. Note that the proof of this convergence result heavily depends on the assumption
of strict convexity for the initial embedding X0. This is due to the fact that we obtained the
final flat limiting shape at time T ∗ by applying a rigidity result for weakly convex bodies in
the sphere Sn, which was deduced in [19]. In order to arrive at a situation where this rigidity
result holds, we needed the strict convexity of X0. We are not aware of a proof which avoids
this assumption and in fact it is an interesting open problem to obtain convergence results
for the IMCF perpendicular to the sphere under the assumption of initial mean-convexity,
rather than strict convexity.

2010 Mathematics Subject Classification. 53C44, 58C35, 58J32.
Key words and phrases. Inverse mean curvature flow, Free boundary problem, Geometric inequality,

Willmore functional.
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However, the object of this paper is different, namely to apply this convergence result
to prove a Li-Yau type inequality (cf. [18]) for convex hypersurfaces with boundary in any
dimension n ≥ 3.

1.1. Theorem. Let n ≥ 3 and Mn ⊂ Rn+1 be a smoothly embedded n-disk, such that Mn is
a convex hypersurface perpendicular to Sn from the inside. Then there holds

(1.3)
1

2
|M | 2−nn

ˆ

M

H2 + ω
2−n
n

n |∂M | ≥ ω
2−n
n

n |Sn−1|

and equality holds if and only if M is a perpendicularly intersecting hyperplane.

Here |·| denotes the respective surface measures ofM, ∂M and Sn−1 as inherited from Rn+1

and ωn is the volume of the n-dimensional unit ball. We call a hypersurface M convex , if
there exists a choice of a unit normal vector field, such that all the principal curvatures at any
point are non-negative and strictly convex, if they are all positive throughout M . Note that
convex or strictly convex hypersurfaces with boundary may be way more complicated than
in the boundaryless case. In particular the well known supporting hyperplane property in
the boundaryless case is not valid without further assumptions if M has nonempty boundary,
compare for example the nice treatment of these issues in [11].

In the case of surfaces, n = 2, inequalities similar to (1.3) have attracted a lot of attention.
In this situation an even sharper version of (1.3) was shown in broader generality than in
the restricted class of convex surfaces, and was even demonstrated in higher codimension.
Namely, replacing the leading factor 1/2 in (1.3) by 1/4, Volkmann proved the inequality
without the convexity assumption in [24]. In the case of higher dimensions less is known,
let us only mention a result by Brendle on minimal surfaces, [1]. We refer to the extensive
bibliography in [23] for a broader overview over the topic. To our knowledge, the inequality
(1.3) has not previously been treated in the higher dimensional hypersurface case.

Let us discuss the well established method of proof of geometric inequalities as in (1.3)
using curvature flows. (1.3) makes a statement about a certain class of hypersurfaces M , here
smooth and convex ones. To prove this inequality with the help of a specific curvature flow,
three things have to be satisfied: First of all M must be an admissible initial hypersurface
for the flow, i.e. one has short-time existence with sufficient regularity up to M . Then
one has to show that the functional Q, here the left hand side of (1.3), is monotone during
the evolution of the flow. Finally we need a convergence result for the flow to a limiting
shape in a sufficiently smooth manner. Then we deduce the desired inequality due to the
monotonicity of the functional, which yields

(1.4) Q(M) = Q(0) ≥ Q(limiting shape).

Using this strategy, several geometric inequalities which might have or have not previously
been known for convex hypersurfaces could be generalised to a broader class. For example
the well known Minkowski inequality for closed convex surfaces in R3,

(1.5)
1√
|M |

ˆ

M

H ≥ 4
√
π

with equality if and only if M is a round sphere, was generalised to closed, starshaped and
mean-convex surfaces in [12]. This was possible since the inverse mean curvature flow in
Rn+1 allows such more general hypersurfaces as initial data and the left hand side of (1.5)
is decreasing under this flow and constant if and only if it is a flow of spheres. The relevant
convergence result for the IMCF in Rn+1 was established independently by Gerhardt in [7]
and Urbas in [22]. They show that for such initial hypersurfaces the flow expands to infinity
and to a round sphere after rescaling. Due to the scale-invariance of the left hand side of
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(1.5) the Minkowski inequality follows. Note that once the convergence result is settled, the
proof of the inequality is incredibly easy. The same method, also using other flows than the
IMCF, was successfully used to prove various kinds of geometric inequalities such as those of
Alexandrov-Fenchel type and inequalities for quermassintegrals of convex bodies. Compare
[15] for a related inequality in Rn+1, [19] and [25] for Alexandrov-Fenchel inequalities in the
sphere, [3], [5], [17] and [25] for related results in the hyperbolic space, as well as [2] and [6]
in other Riemannian manifolds. The relevant convergence result for the flow in hyperbolic
space was established by Gerhardt in [9]. The IMCF in the sphere was treated by Gerhardt
in [10] and with different methods by Makowski and the second author in [19]. The probably
most famous result in this direction is the proof of the Riemannian Penrose inequality in
[14] by Huisken and Ilmanen, which additionally faced the difficulty of singularity formation
under the evolution. They overcame this by using the weak notion of IMCF.

In the proof of our proposed inequality (1.3) we try to adapt this method. However,
a thorough look at the statement of the theorem and the flow result reveals that the flow
result is not available for the whole class of hypersurfaces for which we want to prove the
inequality. Namely the flow result requires strict convexity while the inequality is supposed
to hold for convex hypersurfaces. This becomes most obvious when looking at the limiting
case: A flat disk is certainly a singularity for IMCF and hence there is now way to start
the IMCF from it. This introduces an additional complication. The standard proof only
works for strictly convex hypersurfaces, the case of which we will treat in section 2. We will
resolve the general issue using approximation by strictly convex hypersurfaces. Here the main
technical difficulty is that we need an approximation which preserves the perpendicularity
to the sphere at boundary points. Fortunately the mean curvature flow serves as a way out,
as we will see in section 3. In section 4 we put everything together for the final proof.

We remark that with an improved result on IMCF perpendicular to the sphere which is
valid for more general initial hypersurfaces, (1.3) should also be generalisable away from the
convex setting.

2. The case of strictly convex hypersurfaces

In order to prove Theorem 1.1 in the strictly convex case we will use the strategy described
in the introduction to show that the left hand side of (1.3) is decreasing under the flow and
then use the convergence result for the flow to show that it limits into the right hand side of
(1.3). Let us first recollect some essential facts proven in [16] which we need in this section.

2.1. Remark. (i) In [16] we proved that the IMCF perpendicular to the sphere drives strictly
convex initial hypersurfaces M0 in finite time T ∗ to a flat disk in C1,α. Hence the boundaries
∂Mt ⊂ Sn are driven uniformly to an equator S. Let H(e0) be the closed hemisphere with
center e0 ∈ Sn that contains all the ∂Mt. Then for t close enough to T ∗ we have

(2.1) dist(e0, ∂Mt) ≥ c ≥ 0

and hence by the result in [16, Lemma 11] we have

(2.2) 〈N, e0〉 ≤ c0 < 0

for t sufficiently close to T ∗. Here −N denotes the unit normal field with respect to which
the flow hypersurfaces are strictly convex.

(ii) The next crucial fact, previously applied to give C1,α-convergence in [16], is a bound on
the principal curvatures (and hence a C2-estimate). Due to the convexity this is equivalent
to a bound on the mean curvature, which was obtained by a standard maximum principle
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argument: The interior evolution of the negative speed

(2.3) Φ = − 1

H

along IMCF is given by

(2.4) Φ̇− 1

H2
∆Φ =

‖A‖2
H2

Φ,

where ∆ is the Laplace-Beltrami operator of the induced metric and ‖A‖ is the norm of the
second fundamental form, cf. [8, Lemma 2.3.4]. Thus the mean curvature satisfies

(2.5) Ḣ − 1

H2
∆H ≤ −‖A‖

2

H2
H.

The boundary derivative in our case is

(2.6)
〈
∇H, Ñ

〉
= −H,

compare [16, Lemma 1]. The parabolic maximum principle yields

(2.7) H ≤ max
M0

H

for all times t < T ∗.
(iii) We will also need that the height

(2.8) w = 〈X, e0〉
satisfies

(2.9) ∆w = −H 〈N, e0〉 ≥ −c0H,
where the equality is due to the Gaussian formula and the inequality holds due to (2.2). At
the boundary the height function satisfies

(2.10)
〈
∇w, Ñ

〉
= w,

cf. [16, Lemma 5] for a proof.
(iv) The embeddings X(t, ·) : D→ Rn+1 restrict to embeddings

(2.11) yt : ∂D→ Sn.

As the embeddings X(t, ·) give strictly convex hypersurfaces, the yt yield strictly convex
hypersurfaces of the sphere Sn, cf. [16, Lemma 4] for the simple proof. Since the flow of
X(t, ·) is smooth up to the boundary by standard regularity theory, the yt themselves satisfy
a curvature flow equation in the sphere, namely

(2.12) ẏ =
1

H
ν,

where H is the full mean curvature of Mt restricted to ∂D and ν is the pullback of the normal
N along the embedding x : Sn ↪→ Rn+1, cf. [16, equ. (20)] for a detailed derivation.

We can now prove the monotonicity of the curvature functional. For this purpose we need
control on the L2-norm of H.

2.2. Lemma. Let the family (Mt) of strictly convex hypersurfaces evolve by (1.2). Then for
all 1 ≤ p <∞ there holds

(2.13) lim
t→T∗

ˆ

Mt

Hp(·, t) = 0.
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Proof. Combine (2.2), (2.9) and (2.10) to deduce

(2.14)

ˆ

Mt

H ≤ −c−10

ˆ

Mt

∆w = −c−10

ˆ

∂Mt

w → 0, t→ T ∗,

where the latter convergence follows since the boundaries ∂Mt ⊂ Sn converge to the equator
in C1. The complete result follows due to the boundedness of H, (2.7), and interpolation.

�

Now we can prove Theorem 1.1 in the special case of a strictly convex hypersurface, which
will also be needed in the proof of the limiting case.

2.3. Lemma. Let n ≥ 2 and M ⊂ Rn+1 be a smooth and strictly convex hypersurface
perpendicular to Sn from the inside. Then there holds

(2.15)
1

2
|M | 2−nn

ˆ

M

H2 + ω
2−n
n

n |∂M | > ω
2−n
n

n |Sn−1|.

Proof. Rewriting (2.4) gives

(2.16) Ḣ = ∆

(
− 1

H

)
− ‖A‖

2

H

and [8, Lemma 2.3.1] yields the evolution of the volume element

(2.17)
d

dt

√
det(gij) =

√
det(gij).

Thus

(2.18)

d

dt

(
1

2

ˆ

Mt

H2dµt

)
=

ˆ

Mt

H∆

(
− 1

H

)
dµt −

ˆ

Mt

‖A‖2dµt +
1

2

ˆ

Mt

H2dµt

= −
ˆ

Mt

‖∇H‖2
H2

dµt −
ˆ

Mt

‖A‖2dµt +
1

2

ˆ

Mt

H2dµt

− |∂Mt|,
where we used the divergence theorem and (2.6). Since

(2.19) ‖A‖2 = ‖Å‖2 +
1

n
H2,

we have

(2.20)
1

2
H2 − ‖A‖2 =

n− 2

2n
H2 − ‖Å‖2

and thus

(2.21)

d

dt

(
1

2

ˆ

Mt

H2dµt

)
= −

ˆ

Mt

‖∇H‖2
H2

dµt −
ˆ

Mt

‖Å‖2dµt

+
n− 2

2n

ˆ

Mt

H2dµt − |∂Mt|.

Furthermore, due to (2.12) the volume elements of the induced hypersurfaces

(2.22) yt : ∂D→ Sn

satisfy

(2.23)
d

dt

√
det(γIJ) =

γIJηIJ
H

√
det(γIJ) <

√
det(γIJ),
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where γIJ and ηIJ denotes the metric and the second fundamental form of these hypersurfaces
respectively. Define

(2.24) Q(t) =
1

2
|Mt|

2−n
n

ˆ

Mt

H2 + ω
2−n
n

n |∂Mt|.

By the previous calculations we have

(2.25)

Q̇(t) <
2− n

2n
|Mt|

2−n
n

ˆ

Mt

H2 +
n− 2

2n
|Mt|

2−n
n

ˆ

Mt

H2 − |Mt|
2−n
n |∂Mt|

+ ω
2−n
n

n |∂Mt|

=
(
ω

2−n
n

n − |Mt|
2−n
n

)
|∂Mt|

≤ 0,

since we already know by [16, Thm. 1] that |Mt| is increasingly converging to ωn. Furthermore
we know by Lemma 2.2 that

(2.26)

ˆ

Mt

H2 → 0

and thus we obtain

(2.27) Q(0) > Q(T ∗) = ω
2−n
n

n |Sn−1|.
�

We also need the following exact description of the maximal time of existence of a smooth
solution to (1.2).

2.4. Lemma (Exact existence time). Suppose the initial data M0 to (1.2) is strictly convex.
Then the maximal time of existence T ∗ is

(2.28) T ∗ = log

(
ωn
|M0|

)
.

In particular we obtain the volume estimate

(2.29) |M0| < ωn.

Proof. Using (2.17), we see that d
dt |Mt| = |Mt| and so

(2.30) |Mt| = et|M0|.
Since we know that the maximal time is when the flow becomes a flat disk and the flow
converges in C1,β , we know ωn = eT

∗ |M0| and the equation follows. �

3. Approximation of weakly convex hypersurfaces

One of the main difficulties in proving Theorem 1.1 is the lack of information about
the IMCF for weakly convex hypersurfaces. The proof of the result in [16] makes essential
use of the strict convexity. Hence it is not straightforward to obtain the limiting case in
Theorem 1.1. We will use approximation by strictly convex hypersurfaces to overcome this
obstacle. To do this we use the mean curvature flow with the same Neumann boundary
condition. More specifically, we still assumeM0 is parametrised byX0 : D→ Rn+1. Contrary
to our previous solution X of the inverse mean curvature flow, we now consider the solution
F : D× [0, T )→ Rn+1 of the mean curvature flow with Neumann boundary condition, i.e.
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Ḟ = −HN,(3.1a)

X(∂D) = ∂X(D) ⊂ Sn,(3.1b)

0 =
〈
N|∂D, Ñ(X|∂D)

〉
,(3.1c)

〈
γ̇(0), Ñ

〉
≥ 0 ∀γ ∈ C1((−ε, 0],Mt) : γ(0) ∈ ∂X(D)(3.1d)

with initial embedding X0.
Properties of such mean curvature flows with boundary conditions were studied by A.

Stahl in [21] and [20]. Now we use Stahl’s short time existence result [21, Thm. 2.1]
in conjunction with the following strong maximum principle statement to obtain strictly
convex approximating hypersurfaces arbitrarily close to M0 in C2,α. First we need a lemma
to ensure that a nontrivial M has a strictly convex point.

3.1. Lemma. Let M ⊂ Rn+1 be a smooth and weakly convex hypersurface perpendicular to
Sn from the inside with embedding vector X. Then either ∂M is an equator of the sphere or
there exists x ∈ D such that the second fundamental form of M at x is positive definite.

Proof. As mentioned in Remark 2.1, item (iv), ∂M ⊂ Sn is a convex hypersurface of the
sphere which is either an equator or strictly contained in an open hemisphere by the classical
results in [4]. In the first case we are done. In the second case we pick a point e0 ∈
conv (∂M) ⊂ Sn, where the latter denotes the spherical convex body bounded by ∂M, such
that also

(3.2) ∂M ⊂ int (H(e0)) ,

where H(e0) denotes the closed hemisphere with center e0. By (2.10) the height

(3.3) w = 〈X, e0〉
over the hyperplane e⊥0 attains its global minimum in the interior of D. By attaching a large
supporting sphere to M from below we find the existence of a strictly convex point. �

Now we can prove the approximation result. A similar technique was used in [13].

3.2. Theorem. Suppose F : D× [0, T )→ Rn+1 is a solution to (3.1) with initial hypersurface
M0 being weakly convex and perpendicular to the sphere from the inside. Then either ∂M0

is an equator of the sphere or (hij) > 0 for t > 0.

Proof. If ∂M0 is not an equator, then due to Lemma 3.1 there exists a strictly convex point.
Let

(3.4) χ(x, t) = min
|V |=1

hijV
iV j .

Due to the smoothness of hij , χ(x, t) is Lipschitz continuous in space and therefore by a
simple cut-off function argument we find a smooth function φ0 : Mn → R so that 0 ≤
φ0 ≤ χ(x, 0) and there exists y ∈ Mn so that φ0(y) > 0. We now extend this function to
φ : Dn × [0, δ)→ R by a heat flow,

(3.5)





(
∂
∂t −∆

)
φ = 0 on int(D)× [0, τ)

∇µφ = 0 on ∂D× [0, τ)

φ(·, 0) = φ0(·),
where ∆ is the time dependent Laplace-Beltrami operator of the metrics induced by the
solution F of (3.1). This is a linear parabolic PDE and so by standard theory a solution
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exists for a short time τ > 0. By the strong maximum principle (e.g. [21, Cor. 3.2]), for
t > 0 we have φ(·, t) > 0 in D.

We now consider

(3.6) Mij = hij − φgij
as long both the MCF and the heat flow exist, say for 0 ≤ t < τ . We know that at time t = 0
we have Mij ≥ 0 by construction of φ. We now aim to apply the weak maximum principle
with Neumann boundary conditions, [21, Thm. 3.3, Lemma 3.4].

Using the evolution equations in [20, p. 432], we have that on the flowing manifold
(
∂

∂t
−∆

)
Mij = |A|2hij − 2Hhki hkj + 2φHhij =: Nij .(3.7)

We see that for a unit vector v such that

(3.8) Mijv
i = hijv

i − φgijvi = 0,

we obtain

(3.9) Nijv
ivj = |A|2φ− 2Hφ2 + 2Hφ2 = |A|2φ ≥ 0,

that is, the evolution of Mij satisfies a null eigenvector condition.
For a better comparability to the results in [21] and [20] we switch to Stahl’s notation, so

that for p ∈ Sn write µ ∈ TpM for the outward pointing normal to Sn. Due to [20, Thm. 4.3
(i)], at a point p ∈ ∂M for basis tangent vectors ∂I ∈ TpM ∩ TpS, the basis

(3.10) B = (µ, ∂I)2≤I≤n

induces the coordinate representation MIµ = 0. That is µ is both an eigenvector of Mij

and a principal direction at the boundary. We now demonstrate that the conditions of [21,
Lemma 3.4] hold. For ∂I , ∂J ∈ TpM ∩ TpSn, [20, Thm. 4.3 (ii), (iii)] give

(3.11) ∇µMIJ = hµµδIJ − hIJ , ∇µMµµ = 2H − nhµµ.
We suppose first that V ∈ Tp (∂M) is a minimal eigenvector with eigenvalue λ ∈ (−δ, 0],

that is

(3.12) MijV
i = λgijV

i.

We see that V is also a minimal eigenvector of hij , and therefore

(3.13) hijV
iV j ≤ hµµ.

Equation (3.11) now implies ∇µMIJV
IV J ≥ 0.

Now suppose that µ is a minimal eigenvector with eigenvalue λ ∈ (−δ, 0]. Again minimal-
ity of µ implies that for all W ∈ Tp (∂M) there holds

(3.14) hijW
iW j ≥ hµµ.

In particular this implies H ≥ nhµµ, and so ∇µMµµ ≥ H ≥ 0, where we used [20, Thm. 3.1].
We may now apply [21, Thm. 3.3, Lemma 3.4], to give that Mij ≥ 0. Since φ > 0 for

t > 0, hij > 0 for τ > t > 0. This then holds for all time that the flow exists by applying
[20, Prop. 4.5] to the mean curvature flow defined by F (x, t− τ

2 ). �

3.3. Corollary. Suppose M is a weakly convex hypersurface perpendicular to the sphere from
the inside, such that ∂M is not an equator. Then there exists an ε > 0 such that for 0 ≤ t < ε
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there are smooth and strictly convex hypersurfaces perpendicular to the sphere from the inside
and satisfy

ˆ

Mt

H2 →
ˆ

M

H2, |Mt| → |M |, |∂Mt| → |∂M |

as t→ 0.

Proof. By [21, Thm. 2.1] there exists a solution to equation (3.1) for F ∈ C∞(D× (0, ε)) ∩
C2+α;1+α

2 (D × [0, ε)). The convergence then follows due to the regularity of the flow at
t = 0. �

Now we can prove a crucial estimate for the volume.

3.4. Lemma (Volume estimate). Let M be a weakly convex hypersurface perpendicular to
the sphere from the inside such that ∂M is not an equator. Then there holds

(3.15) |M | ≤ ωn − c∂M ,
where c∂M > 0 is a constant only depending on the outer radius of ∂M ⊂ Sn, in the sense
that it tends to zero only if the outer radius tends to π/2.

Proof. ∂M is a convex hypersurface of the sphere. Since it is not an equator, it is strictly
contained in an open hemisphere int(H(e0)) with e0 ∈ convSn(∂M) by [4]. Pick a geodesic
ball BR of radius R < π/2 around e0 such that

(3.16) ∂M ⊂ BR
and denote SR = ∂BR. Use Corollary 3.3 to obtain a strictly convex hypersurface M̃ ⊂ Rn+1,
such that ∂M̃ ⊂ BR. From [10] or also [19] we know that the IMCF for strictly convex closed
hypersurfaces of the unit sphere converges in finite time to an equator. By the avoidance
principle the IMCF starting at ∂M̃ exists longer that the one starting from SR. The existence
time TR of the latter flow however can be calculated explicitly in terms of π/2 − R. Since
the volume element also grows exponentially along the IMCF in the sphere and limits to the
volume of the equator, we must have

(3.17) |Sn−1| − |∂M̃ | ≥ cR > 0.

Now start the IMCF perpendicular to the sphere from M̃ . Due to (2.23) the boundary

measures |∂M̃ | grow less than exponentially, but they must still limit to |Sn−1| in finite
time. Hence the existence time of this flow is uniformly bounded below in terms of R and
in turn we must have

(3.18) |M̃ | ≤ ωn − c̃R
with a new positive constant c̃R due to the exponential growth of the area measure and the
convergence result. Taking M̃ arbitrarily close to M yields the result. �

4. Proof of Theorem 1.1

If ∂M is an equator, (1.3) is trivial. Due to Corollary 3.3 we see that (1.3) now also holds
for weakly convex hypersurfaces. So all we have to prove is the characterisation of the limit.
So suppose that (1.3) holds with equality. If ∂M is an equator, then M must be a convex
minimal surface, hence totally umbilic and hence a hyperplane. So we may suppose that
∂M is not an equator, which in particular implies that

(4.1) |M | ≤ ωn − c∂M ,
where we used Lemma 3.4.
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Due to Corollary 3.3 for every ε > 0 there exists a strictly convex hypersurface perpen-
dicular to the sphere from the inside M ε such that

(4.2) Q(M ε) ≤ Q(M) + ε,

where Q(M) is the quantity in (2.24) evaluated at the hypersurface M. Starting the flow
(1.2) with initial hypersurface Mε, flow hypersurfaces M ε

t and maximal existence time

(4.3) T ∗ε = log

(
ωn
|M ε|

)
,

in view of (2.25) the corresponding quantities Qε(t) satisfy

(4.4)
Q̇ε(t) ≤

(
ω

2−n
n

n − |M ε
t |

2−n
n

)
|∂M ε

t |

= ω
2−n
n

n

(
1− en−2

n (T∗
ε −t)

)
|∂M ε

t |.
Due to Lemma 3.4 and Corollary 3.3 there exists a positive time T which only depends on
|M | and is independent of ε, such that

(4.5) T ∗ε ≥ 2T > 0.

Hence for all ε and all 0 ≤ t ≤ T there holds

(4.6) Q̇ε(t) ≤ −c
(

1− en−2
n T

)
≡ −c,

where c > 0 only depends on n, |M | and |∂M |. Using the the strict convexity of Mε and
Lemma 2.3, we obtain that

(4.7)

ω
2−n
n

n |Sn−1| < Qε(T ) = Q(Mε) +

ˆ T

0

Q̇ε(s) ds

≤ Q(M) + ε− cT

= ω
2−n
n

n |Sn−1|+ ε− cT,
giving a contradiction for small ε and completing the proof.
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